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ABSTRACT
Customer satisfaction is a very important indicator of how successful a contact center is at providing services to the customers. Contact centers typically conduct a manual survey with a randomly selected group of customers to measure customer satisfaction. Manual customer satisfaction surveys, however, provide limited values due to high cost and the time lapse between the service and the survey.

In this paper, we demonstrate that it is possible to automatically measure customer satisfaction by analyzing call transcripts enabling companies to measure customer satisfaction for every call in near real-time. We have identified various features from multiple knowledge sources indicating prosodic, linguistic and behavioral aspects of the speakers, and built machine learning models that predict the degree of customer satisfaction with high accuracy. The machine learning algorithms used in this work include Decision Tree, Naive Bayes, Logistic Regression and Support Vector Machines (SVMs).

Experiments were conducted for a 5-point satisfaction measurement and a 2-point satisfaction measurement using customer calls to an automotive company. The experimental results show that customer satisfaction can be measured quite accurately both at the end of calls and in the middle of calls. The best performing 5-point satisfaction classification yields an accuracy of 66.09% outperforming the DominantClass baseline by 15.16%. The best performing 2-point classification shows an accuracy of 89.42% and outperforms both the DominantClass baseline and the CSRJudgment baseline by 17.7% and 3.3% respectively. Furthermore, Decision Tree and SVMs achieve higher F-measure than the CSRJudgment baseline in identifying both satisfied customers and dissatisfied customers.
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H.4 [Knowledge Management]: Mining and representing text, Classification

General Terms
Algorithms, Design, Experimentation, Measurement
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1. INTRODUCTION
Contact centers are critical interfaces between companies and their customers. The top two goals of contact centers are reducing operational costs and improving customer satisfaction, i.e., providing the best quality services at the lowest possible cost. The two goals have been perceived not compatible and having tradeoffs [1]. Companies have mostly focused on achieving the first goal by automating critical processes or outsourcing customer service to other countries with lower labor cost. Most research for contact centers have also been drawn to developing tools for improving agent productivity and saving the costs. Those tools range from real-time agent assistance [22] to automatic call monitoring [38] and semi-automated call logging [4].

Customer satisfaction (C-SAT) is a very important indicator of how successful a contact center is at providing services to the customers, and has been widely used in evaluating the performance of a contact center. Research has shown that customer satisfaction has a strong correlation with profitability [11] and also has strong positive effects on customer retention [27]. A study by Bain & Company found that, for many companies, an increase of 5% in customer retention can increase profits by 25% to 95% [28]. However, unlike productivity enhancement and cost saving, it is very hard to objectively measure customer satisfaction.

Most contact centers conduct a manual survey with a small group of customers to measure customer satisfaction. A manual customer satisfaction survey is typically conducted via a telephone interview or a mail-in form, in which customers are asked to evaluate each statement in the questionnaire using a 5-point Likert scale [17]. A typical 5-point question on customer satisfaction is answered as “Completely Dissatisfied”, “Somewhat Dissatisfied”, “Neutral”, “Somewhat Satisfied”, or “Completely Satisfied”.

Manual customer satisfaction surveys pose three major limitations. First, they are very expensive since most companies hire an external market research firm to conduct a survey. Second, because of the cost, the survey size is typically very small, and, thus, the conclusions drawn from
the survey are not very reliable. Typically, only 1–5% of callers are surveyed, and of these, only a small fraction responds to the survey. A recent study finds that response rates have been falling across all forms of survey research for decades [2]. Third, a manual survey is typically conducted a couple of weeks after a case is finally closed, and, therefore, it is often too late to take an action to prevent customer defection.

Therefore, a tool that can automatically measure customer satisfaction for every call would be highly valuable. Such a tool enables companies to measure customer satisfaction for each and every call. Furthermore, with a real-time speech transcription system, customer satisfaction can be measured in real-time allowing supervisors to take over a call when a customer becomes unhappy and to resolve the customer's issue.

In this work, we present a fully automated method for measuring customer satisfaction by analyzing automatically transcribed calls. The main technical contributions of the work are two folds. First, we identified various features which are highly correlated with C-SAT scores. The features indicate prosodic, linguistic and behavioral aspects of the speakers, and are automatically extracted from call transcripts and information stored in contact centers' database. Second, we developed machine learning models that predict, with high accuracy, customer satisfaction based on the automatically extracted feature set.

Experiments are carried out with 115 customer calls to an automotive company for a 5-point satisfaction measurement (i.e., from “1” to “5”) and a 2-point satisfaction measurement (i.e., “satisfied” vs. “dissatisfied”) using four widely used machine learning algorithms: Decision Tree, Naive Bayes, Logistic Regression and Support Vector Machines (SVM). Two sets of customer calls are used in the experiments; one comprising the entire conversations, and the other comprising only the first half of conversations.

The performance of automated systems are measured via 10-fold cross validation and are compared with two baseline methods. The first baseline method is an artificial classifier which assigns the dominant class to all calls (a.k.a., DominantClass). The second baseline is the customer service representative (CSR)'s judgment on customer satisfaction (a.k.a., CSRJudgment).

The experimental results show that customer satisfaction can be measured quite accurately both at the end of calls and in the middle of calls. The best performing 5-point satisfaction classification yields an accuracy of 66.09% outperforming the DominantClass baseline by 15.16%. The best performing 2-point classification shows an accuracy of 89.42% and outperforms both the DominantClass baseline and the CSRJudgment baseline by 17.73 and 3.35% respectively. Furthermore, Decision Tree and SVMs perform better than the CSRJudgment baseline in identifying dissatisfied customers achieving 11.50% and 3.22% higher F-measure respectively.

2. COMPARISON WITH RELATED WORK

Customer satisfaction has been said to be one of the most widely studied areas in marketing [3], but there has been little attempt to automatic customer satisfaction measurement. Recently, Godbole and Roy proposed a tool that help contact center Quality Analysts analyze customer feedback text by providing text classification and interactive document labeling [10]. To the best of our knowledge, however, there has been no previous research on customer satisfaction measurement by analyzing automatically generated call transcripts.

Some related bodies of work has been done in the text mining and natural language understanding areas. They include emotion detection in spoken dialogue [18, 8, 32], sentiment analysis and classification [24, 34, 37, 12, 9, 23, 36, 13] and opinion mining [14, 15, 16] for customer review or feedback documents. However, emotion or sentiment detection alone is not sufficient for measuring customer satisfaction. We analyzed contact center calls to study the relationship between customer satisfaction and the use of sentiment words by the customers. Figure 1 depicts the composition of “satisfied” calls and “dissatisfied” calls in terms of the differences in the number of positive sentiment words and the number of negative sentiment words spoken by the customers.

As we can see from the figure, both satisfied customers and dissatisfied customers use more positive sentiment words regardless of their satisfaction level. Only 8% of dissatisfied customers use same number or more negative words than positive words, while 6.4% of satisfied customers also used same or more negative words than positive words. The analysis result indicates that the difference between the positive sentiment words and the negative sentiment words spoken by customers in “satisfied” calls and “dissatisfied” calls is negligible. This analysis results motivate us to look beyond customers’ sentiment for measuring customer satisfaction.

The main differences of our work from the related work are the following. Firstly, customer satisfaction is an overall judgment based on cumulative experience with the service and is influenced by multiple factors, including the customer service quality, the time duration spent to have the issue resolved, whether a compensation (or other goodwill token,
e.g., discount or reimbursement) was offered, to name a few. Therefore, to capture the influence of these multiple factors, various knowledge sources need to be exploited to estimate the level of customer satisfaction. In this work, we identified both structured and unstructured features which are highly correlated with C-SAT scores.

Secondly, unlike review or feedback text which are intended to express the authors’ opinions, customer calls often contain no explicit emotional expressions or multiple emotional states. Some customers do not express their sentiment or satisfaction level explicitly during a call. Some customers change their sentiment as the call progresses and the issue gets resolved. Some customers express different sentiments toward different objects in a call. In the automotive company’s case, many customers express their dissatisfaction with the dealership, but they are generally satisfied with the contact center service.

Thirdly, automatic call transcripts are highly noisy and fragmentary due to word recognition errors of the automatic speech recognition (ASR) system and high rate of interruptions and repeats during conversations. Therefore, applying text mining on automatic call transcripts is much more challenging than on review-type text.

Lastly, most of the related work focused on the binary distinction of positive vs. negative for an opinionated text. Pang et al. attempted to generalize the problem of categorizing opinionated text into a finer-grained classification task (three or four classes) [23]. In this work, we conduct experiments for both a binary and a 5-ary distinction of customer satisfaction.

3. PROBLEM DESCRIPTION

Customer satisfaction has traditionally been measured by interviewing a small set of selected customers. C-SAT surveys often measure customer satisfaction level from “1” to “5” using a 5-point Likert scale. However, the differences among the scores are very hard to distinguish even for humans. Especially, the distinctions between “1” (“completely dissatisfied”) and “2” (“somewhat dissatisfied”), and between “4” (“somewhat satisfied”) and “5” (“completely satisfied”) are very vague.

The main goal of conducting customer satisfaction surveys is in identifying satisfied customers and dissatisfied customers to evaluate the performance of their contact center and to identify areas for service quality enhancement. Therefore, in most cases, a binary classification of customers into satisfied customers and dissatisfied customers might be sufficient.

In this work, we investigate the feasibilities of real-time measurement of customer satisfaction for both classification scenarios.

1. 5-point satisfaction classification assigning contact center calls into five C-SAT score groups
2. 2-point satisfaction classification assigning contact center calls into “satisfied” and “dissatisfied” categories

The main goals for this study are two-fold. First, we aim to identify feature combinations that are highly correlated with customer satisfaction scores and can be automatically extracted from data sources available in most contact centers. Second, we aim to identify machine learning approaches which can measure the degree of customer satisfaction with reasonably high accuracy.

4. THE APPROACH

In this section, we describe the four machine learning algorithms used in this work, and explain the features in great detail.

4.1 Learning Methods

To our knowledge, this is the first attempt for applying natural language processing (NLP) and machine learning technologies to automatically measure customer satisfaction by analyzing call transcripts. Therefore, we explore several machine learning algorithms which have been successfully used for many other NLP tasks and compare the models to find a best model for customer satisfaction classification. Specifically, we apply the following four classification methods: Decision Tree, Naive Bayes, Logistic Regression (a.k.a., maximum entropy classifier), and Support Vector Machines (SVMs).

**Decision Tree**: A decision tree is a predictive model, which creates a tree providing a mapping from observations about an item (i.e., attributes) to its target value (i.e., class). In this work, we use C4.5 which builds decision trees using the concept of information entropy [26].

**Naive Bayes**: Naive Bayes algorithm is a simple probabilistic classifier based on applying Bayes’ theorem. The method assumes that all features are mutually independent, and parameter estimation for the naive Bayes models uses the method of maximum likelihood [20]. Given features $x_i$’s and the class variable $y$, naive Bayes assigns a test example $x = (x_1, ..., x_k)$ to the class $y$ with the highest $P(y|x_1, ..., x_k) = P(y) \prod_i P(x_i|y)$.

**Logistic Regression**: Logistic Regression models predict the probability of an event (i.e., class) by fitting data to a logistic curve (a.k.a., sigmoid curve). Logistic function is described as $f(z) = \frac{1}{1 + e^{-z}}$ where $z = \beta_0 + \beta_1 x_1 + \cdots + \beta_k x_k$, and $\beta$’s are regression coefficients. The success of a logistic regression method is dependent on the appropriateness of “sigmoid” to match the known distribution.

**SVMs**: The main idea of SVMs is to find a hyperplane which splits the positive examples from negative examples with the largest distance in between the two example sets [35]. In this work, we use C-support vector classification (C-SVC) with a radial basis function (RBF) kernel.

4.2 Features

Customer satisfaction survey results typically include verbatim comments in which customers provide detailed explanations on why they are satisfied or dissatisfied (i.e., voice of the customer). Some sample customer comments which contain the reasons of “completely satisfied” and “less than satisfied” are listed in Table 1.

To learn what factors influence customer satisfaction with a contact center service, we analyzed the verbatim comments in 16,500 C-SAT survey results of the automotive company to identify potential features for C-SAT prediction that can be used to build a C-SAT model. Table 2 lists the most frequently mentioned reasons for being completely satisfied. Interestingly, the reasons for being less than satisfied are essentially the opposite of the reasons for being completely satisfied.

We also analyzed sample call transcripts to identify good determinants of customer satisfaction. Example aspects we investigated include the call duration, the number of holds during a call, sentiment words, competitor mentions,
and talk speed of the speakers, etc. Based on the analysis of the verbatim comments and the call transcripts, we select the following 20 features which show high correlation with C-SAT scores. The features are categorized into structured, prosodic, lexical and contextual features based on the knowledge sources.

### 4.2.1 Structured features

Structured features include features that are not usually available in call transcripts, but can be extracted from the contact center’s database. Our analysis show that the following two structured features are highly correlated with C-SAT scores.

- **Goodwill:** This feature provides information on whether a goodwill token was offered to the customer, and the type of goodwill offered.

### Previous Inbound Interactions

Inbound interactions include any customer-initiated contacts to the contact center. Examples of inbound interactions are calls, emails or instant messaging which the customer initiated. This feature is the number of previous inbound interactions the customer has made before the telephone conversation.

### 4.2.2 Prosodic features

Prosodic attributes of a conversation provide valuable information about the nature of call, and have widely been used in speech act and dialogue understanding [8, 33]. These attributes can imply the emotional status of the speakers. In this work, we extract the following six prosodic features which can indicate a customer's satisfaction level, and are available in call transcripts. Please note that the presented system is not integrated with an ASR system, and, thus, prosodic features that can only be extracted from acoustic signals such as energy, pitch and F0 are not used.

- **Call Dominance:**
  
  This feature represents who dominated the conversation in terms of the talking time. Our study found that dissatisfied customers tend to dominate the calls more than satisfied customers.

  The call dominance rate is computed based on the relative talking time between the speakers. The talking time of each speaker \( (TalkingTime(S_i)) \) during a call is computed using the following equation:

  \[
  TalkingTime(S_i) = \sum_{j=1}^{n} TimeDuration(U_{ij})
  \]

  where \( U_{ij} \) denotes the \( j \)-th utterance spoken by speaker \( S_i \).

  The call dominance rate of a speaker \( S_i \), \( D(S_i) \), is computed as the percentage of the speaker’s talking time over the talking time of all speakers.

  \[
  D(S_i) = \frac{TalkingTime(S_i)}{\sum_k TalkingTime(S_k)}
  \]

  In this work, we use the call dominance rate of the customer as a feature.

- **Talking Speed:**

  This feature measures the average talking speed of a speaker. The average talking speed of a
speaker is computed by the number of words spoken by the speaker divided by the speaker’s talking time in the call.

Our analysis on the speakers’ average talking speed reveals interesting insights. Agents tend to talk faster in calls that were reported to be “satisfied” calls than in calls reported to be “dissatisfied” calls (average speed 1.9 in “satisfied” calls vs. 1.5 in “dissatisfied” calls). On the other hand, customers tend to speak faster during “dissatisfied” calls (2.5 in “satisfied” calls vs. 2.8 in “dissatisfied” calls). In this work, the talking speed of both the customer and the CSR are included in the feature set.

Barge-in: Interrupting during the other person’s speech may indicate that the person is loosing patience. When an utterance starts before the previous utterance ends, we regard the utterance as a “barge-in”. The numbers of barge-ins initiated by both the CSR and the customer are included in the feature set.

4.2.3 Lexical features

Previous work on spoken dialogue analysis mostly include word n-grams as lexical features [8, 32]. In this work, lexical features consist of words which may indicate the customer’s emotional state and class-specific words which can reliably distinguish one class from the others. We extract the following eight lexical features.

Product Name: This feature specifies the product family name (in this work, the make of the vehicle) for which the customer is seeking a solution. Typically, customers reveal the product name when they describe the problem they are experiencing. In this work, we apply a heuristic method using a product taxonomy to identify the product name in call transcripts. We select the first product name mention in the customer’s utterances as the product of interest. If no product name is found in the customer’s utterances, the first product name mentioned by the CSR is selected. In the case of the automotive company, customers often mention the vehicle’s model name, but not the make. We infer the make name using a product taxonomy that provides the relationships between the models and the makes. When no product name is present in the call transcript, the product with most customers is used as the default value.

Filler: Fillers are words or sounds that people often say unconsciously that add no meaning to the communication. Examples of fillers in English include “ah”, “uh”, “umm”, etc. The frequency of fillers in a conversation is often reflective of a speaker’s emotional state. Most contact centers encourage their CSRs to minimize the use of fillers. In this work, the numbers of fillers spoken by the customer and the CSR are counted separately, and both numbers are used as features.

Competitor Name: Mentions of competitors or a competitor’s product are a good indicator of the customer dissatisfaction with the product. For instance, an unhappy customer might say “I will buy a XXX” next time”. This sentence does not contain any explicit sentiment, but it certainly expresses a negative sentiment. In this work, we use a manually compiled lexicon of all automotive companies and their product names to recognize competitor mentions.

Only the number of competitors’ names mentioned by the customer is used.

Sentiment Word: Call center conversations also contain many words showing the speaker’s emotion or affect. To identify words with sentiment polarity, we use the subjectivity lexicon described in [36]. The lexicon contains a list of words with a priori prior polarity (positive, negative, neutral and both) and the strength of the polarity (strongsubj vs. weaksubj). In this work, we use only words of which prior polarity is either positive or negative, and the strength of the polarity is strongsubj. A few words which are frequently used non-subjectively in conversational text such as “okay”, “kind”, “right”, and “yes” are removed from the sentiment word list.

We perform a local context analysis to decide the polarity of a sentiment word (see [36] for more complete contextual polarity analysis) in a context. If a sentiment word has a polarity shifter within a two word window in the left, the polarity of the word is changed based on the shifter [25]. For instance, if a positive sentiment word appears with a negation word, the polarity of word in the context is negative. The number of positive sentiment words and the number of negative sentiment words spoken by the customer are included in the feature set.

Category-specific Word: Some set of words tend to appear more frequently in a certain category than other categories and, thus, can reliably identify the category. We call these words category-specific words. Category-specific words are automatically extracted based on Shannon’s entropy, which is a measure of the degree of randomness or uncertainty [30]. More specifically, we define category-specific words as words that appear frequently in the corpus and have low entropy.

The entropy of a word is computed as follows. We first created a corpus of call transcripts, which comprises only the last calls of service requests with manual customer satisfaction survey results. ² We then calculate the probability of a word, w, appearing in the “satisfied” category (i.e., C-SAT score ‘4’ or ‘5’) and the probability of w appearing in the “dissatisfied” category (i.e., C-SAT score ‘1’ or ‘2’).

\[
p_s(w) = \frac{f_s(w)}{f(w)} \quad \text{and} \quad p_d(w) = \frac{f_d(w)}{f(w)}
\]

where \(f_s(w)\) and \(f_d(w)\) denote the counts of word w in the “satisfied” call set and in the “dissatisfied” call set respectively, and \(f(w) = f_s(w) + f_d(w)\).

The entropy of w, \(H(w)\), is defined as in Equation 1.

\[
H(w) = - \sum_{i=s,d} p_i(w) \cdot \log p_i(w)
\]

In this work, we select words that appear 20 times or more in the corpus, and the entropy is equal to or less than 0.9 (i.e., words appearing in a category 68% or more of the time) as category-specific. Furthermore, if \(p_s(w)\) is bigger than \(p_d(w)\), the word w is regarded as a “satisfied” word, or otherwise as a “dissatisfied” word. The numbers of “satisfied” words and “dissatisfied” words spoken by the customer are used as features.

²we hypothesize that customer satisfaction is more influenced by the last call than earlier calls
Table 3: The 30 most category-specific words for each category. We anonymized the automobile brand and model names which can reveal the identity of the company; BRAND-S is a luxury brand of the company, MODEL-M and MODEL-S are two high-end car models, and RAS denotes the company’s roadside assistance service. Note that more brand names and technical words appear in the “satisfied” category, and “dissatisfied” category contains more legal terms such as “lawyer” and “court”.

<table>
<thead>
<tr>
<th>Satisfied</th>
<th>Dissatisfied</th>
</tr>
</thead>
<tbody>
<tr>
<td>words</td>
<td>words</td>
</tr>
<tr>
<td>model, ignition, pressure, BRAND-S, MODEL-M, press, field, mission, RAS, cap, update, key, registration, reset, roadside, pennsylvania, glad, MODEL-S, reference, reimbursement, park, page, goal, district, attach, march, level, accord, sensor, navigation</td>
<td>lawyer, assembly, lemon, test, damage, paint, conditioner, woman, highway, engineer, sunday, email, court, rid, slow, panel, windshield, crack, indicate, plug, die, safety, store, supervisor, law, responsibility, quality, dollar, report, factory</td>
</tr>
</tbody>
</table>

4.2.4 Contextual features

Contextual features are phrases or expressions used in certain contexts which can affect the customer’s satisfaction level. Based on our analysis of customers’ comments and sample call transcripts, we identified the following four contextual features.

CSR’s Positive Attitude: These features intend to reflect the CSR’s positive attitude toward the customer. We manually collected a list of phrases which CSRs often use to express courteousness or to rephrase the customer’s problem. For instance, “let me see if I understood...” and “as I understand, ...” can hint that the CSR is trying to understand the customer’s question correctly. Also, expressions like “I am happy to assist/resolve/address ..” and “I am sorry to hear ..” in the beginning of a call can indicate that the CSR was sympathetic and willing to help the customer. In this work, we count the number of such expressions in the first ten utterances spoken by the CSR.

CSR’s Contact Information: As noted in Table 2, customers consider a CSR responsible when the CSR provided her contact information for the customer to be able to reach the CSR directly in a later time. Example of the expressions are “further question”, “my number”, “contact information”, “extension”, and “call me back”. We recognize these expressions in the last ten utterances spoken by the CSR.

Follow-up Schedule: A follow-up is a call made by the CSR to the customer after the current call is ended. We cannot know from the transcript of the current call if there was a follow-up. Instead, we check if the CSR scheduled a follow-up during the conversation. A follow-up schedule can be an attribute for a responsible CSR, but also can indicate that the customer’s problem was not resolved during the call. CSRs usually schedule a follow-up at the end of the call, and obtain the customer’s contact information. We recognize the existence of a follow-up schedule by identifying cue words such as “call you back” and “touch base” and expressions for a telephone number, day and hour information in the last 20 utterances.

Gratitude: Finally, we look at the customer’s response at the end of the call. When the customer uses many expressions showing gratitude such as “appreciate” and “great”, that can indicate that the customer is satisfied. We count the number of such expressions in the last ten utterances spoken by the customer.

5. EXPERIMENTS

As described in Section 3, we conduct experiments for 5-point satisfaction classification and 2-point satisfaction classification using two sets of customer calls: a call transcript set comprising entire conversations and a call transcript set comprising only the first half of conversations. Especially, the first half conversations are used to investigate the feasibility of measuring customer satisfaction in real-time when the conversation is still in progress.

The experiments were conducted with RapidMiner, a machine learning toolkit offering a wide range of methods for data pre-processing, machine learning and validation [19]. We used the default settings in RapidMiner for Decision Tree and Naive Bayes. For Support Vector Machines, we use the C-support vector classification (C-SVC) with a radial basis function (RBF) kernel as implemented in LIBSVM [5]. Logistic Regression uses maximum likelihood, which is an iterative procedure. We set the maximum number of iterations to 300. The standard Logistic Regression in RapidMiner applies only to binary classification, and it was extended to a multiclass classifier for the 5-point satisfaction classification using “one-against-all” strategy [29].

5.1 Data

We acquired customer calls to a contact center of the automotive company which were recorded during a two month period time in 2007. The call set constitutes the base source of our experimental data. The calls were transcribed using the IBM Attila Speech recognition toolkit [31]. The ASR system was retrained with sample customer calls from the same contact center as well as general conversational telephony speech data and broadcast news, and shows an overall word error rate of 26%.

To develop supervised machine learning systems, we need annotated ground truth data. Hand annotation of customer satisfaction is not only time consuming but also very difficult. Customer satisfaction is very subjective and, thus, is hard to achieve high inter-annotator agreement as experienced in previous work on sentiment analysis [8, 32, 6]. To avoid the need of costly and inconsistent human annotation, we use manual C-SAT survey results as the ground truth. We argue that the satisfaction ratings in the surveys are in fact hand annotation done by the customer themselves and, thus, most accurate.

We obtained the manual C-SAT survey results conducted for the calls used in this work by matching the surveys with
the customer calls. Note that a C-SAT survey is conducted for a service request not for an individual call. A service request typically consists of multiple interactions between a customer and one or more agents via multi-modal media including telephone conversations, emails and postal mail. In many cases, a service request comprises more than one telephone conversations resulting in a 1-to-n relationship between a C-SAT score and customer calls. A C-SAT score for a service request reflects the customer’s cumulative experience across multiple interactions with the contact center.

To mitigate this problem, we selected the service requests which involved only one incoming call from the respective customers, resulting in 115 service requests. The cumulative call length of the 115 calls is 27 hours 34 minutes 55 seconds, and the call transcripts contain 171,860 tokens and 16,323 speaker turns. Among 16,323 utterances, 8,139 utterances were spoken by the CSRs, and 8,184 utterances were spoken by customers showing almost same talk distribution by the CSRs and the customers.

### 5.2 Baseline Systems

In this work, we use the following two baseline systems for performance evaluation purpose. The first baseline system is an artificial classifier which assigns all calls to the most frequent class (i.e., C-SAT score “5” for 5-point classification, and “satisfied” for 2-point classification). This baseline is called DominantClass hereafter. Table 4 shows the distribution of the 115 calls across the five C-SAT scores and the three categories.

<table>
<thead>
<tr>
<th>C-SAT Score</th>
<th>Category</th>
<th>Number of Calls</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>19</td>
</tr>
<tr>
<td>2</td>
<td>Dissatisfied</td>
<td>6</td>
</tr>
<tr>
<td>3</td>
<td>Neutral</td>
<td>11</td>
</tr>
<tr>
<td>4</td>
<td>4</td>
<td>13</td>
</tr>
<tr>
<td>5</td>
<td>5</td>
<td>66</td>
</tr>
</tbody>
</table>

Table 4: The number of calls across numerical C-SAT scores and three categories. The accuracy of the DominantClass baseline is 57.39% and 75.96% for 5-point classification and 2-point classification respectively.

The second baseline comes from the CSRs who handled the customer calls. In the contact center, the CSRs are required to judge if the customer is satisfied or dissatisfied when they close a service request, and to record their judgment in the database. We use the CSRs’ judgment as the second baseline system, and call it CSRJudgment. Note that the CSRJudgment baseline can only be used for the 2-point satisfaction classification.

Table 5 shows the contingency table of the CSRs’ judgment for identifying dissatisfied calls.

<table>
<thead>
<tr>
<th>CSR Satisfied</th>
<th>True</th>
<th>Dissatisfied</th>
<th>Precision</th>
</tr>
</thead>
<tbody>
<tr>
<td>Satisfied</td>
<td>74</td>
<td>9</td>
<td>89.16%</td>
</tr>
<tr>
<td>Dissatisfied</td>
<td>5</td>
<td>16</td>
<td>76.19%</td>
</tr>
</tbody>
</table>

Table 5: The contingency table of the customer service representatives’ judgment on customer satisfaction. The accuracy of the CSRJudgment baseline is 86.54%, and $F_1$ measures for “satisfied” calls and “dissatisfied” calls are 91.36% and 69.57% respectively.

#### 5.3.1 Performance of 5-point satisfaction classification

The accuracy of the baseline system and the four classification systems for 5-point C-SAT classification are summarized in Table 6. The second column (All) displays the best performance of each algorithm when all features were used. The accuracy reported here is the average accuracy of 10-fold cross validation.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Classification Accuracy</th>
</tr>
</thead>
<tbody>
<tr>
<td>DominantClass</td>
<td>57.39</td>
</tr>
<tr>
<td>Decision Tree</td>
<td>60.87</td>
</tr>
<tr>
<td>Logistic Regression</td>
<td>59.13</td>
</tr>
<tr>
<td>Naïve Bayes</td>
<td>60.00</td>
</tr>
<tr>
<td>SVM</td>
<td>66.09</td>
</tr>
</tbody>
</table>

Table 6: Accuracy for 5-point C-SAT classification. All numbers are in percentage.

As we can see from the table, all four automatic methods outperform the DominantClass baseline. The SVM-based approach achieves the best accuracy (66.00%) which outperforms the baseline method by over 15%. There is no substantial performance difference among the other three approaches.

#### 5.3.2 Performance of 2-point satisfaction classification

The experimental results of 2-point satisfaction classification are described in Table 7 in detail. For 2-point satisfaction classification, we compare the four automatic systems with both the DominantClass baseline and the CSRJudgment baseline in terms of classification accuracy, precision, recall and $F_1$-measure. The highest classification accuracy for 2-point satisfaction classification (89.42%) was achieved by the decision tree-based approach and the SVM-based approach. The methods outperform the DominantClass baseline and the CSRJudgment baseline by 17.7% and 3.3% respectively. Furthermore, both systems produce higher $F_1$-measure values than the CSRJudgment baseline in identifying both satisfied calls and dissatisfied calls. Specially note that the decision tree-based system achieves 11.5% higher $F_1$-measure than the human judgment for identifying dissatisfied calls.

#### 5.4 Effect of Features

In this section, we discuss the relative contributions of the different feature types to automatic C-SAT measurement. We ran the experiments with one feature type removed at a
time (i.e., leave-one-out), and compare the results. All indicates that all features were used. All-Str, All-Pro, All-Lex, and All-Con indicate the cases where the structured, prosodic, lexical, and contextual features were removed respectively.

The comparison of classification accuracy for 5-point and 2-point classification with the different feature sets are depicted in Figure 2 and Figure 3 respectively. As we can see from the charts, the All model outperforms all other models except Decision Tree’s All-Pro model for 2-point satisfaction. Also note that structured and lexical features have bigger impact on C-SAT measurement than the other two feature types.

**Table 7:** Comparison of precision, recall and F1 measure of the two baseline systems and the four automatic systems for 2-point C-SAT classification. All the numbers are in percentage.

<table>
<thead>
<tr>
<th>Methods</th>
<th>Accuracy (%)</th>
<th>Satisfied Calls</th>
<th>Dissatisfied Calls</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>Precision</td>
<td>Recall</td>
<td>F-measure</td>
</tr>
<tr>
<td>DominantClass</td>
<td>75.96</td>
<td>75.96</td>
<td>100.00</td>
</tr>
<tr>
<td>CSRJudgment</td>
<td>86.54</td>
<td>89.16</td>
<td>93.67</td>
</tr>
<tr>
<td>Decision Tree</td>
<td>89.42</td>
<td>92.30</td>
<td>93.67</td>
</tr>
<tr>
<td>Logistic Regression</td>
<td>85.88</td>
<td>92.41</td>
<td>97.47</td>
</tr>
<tr>
<td>Naive Bayes</td>
<td>83.65</td>
<td>82.98</td>
<td>98.73</td>
</tr>
<tr>
<td>SVM</td>
<td>89.42</td>
<td>87.78</td>
<td>100.00</td>
</tr>
</tbody>
</table>

**Figure 2:** Effects of the different feature sets on 5-point satisfaction classification

**Figure 3:** Effects of the different feature sets on 2-point satisfaction classification

**5.5 Measuring Customer Satisfaction in the Middle of Calls**

In the previous section, we showed that customer satisfaction can be automatically measured with high accuracy by analyzing by analyzing the conversation between a customer and a CSR. Another interesting question is that if we can “predict” C-SAT in real-time, i.e., when the conversation is still in progress. With a real time transcription system, such tools can enable supervisors take over a call when a customer becomes unhappy to resolve the customer’s issue.

To answer this question, we conduct experiments with only the first half of the conversations and measure how accurately we can predict C-SAT in the middle of a call. Since SVMs and Decision Tree methods were proven to be best performing approaches, we carried out the experiments only with the two approaches. Furthermore, it is worth noting that “Goodwill” information is typically available at the end of calls, and thus we removed “Goodwill” feature from the feature set. All other feature values were extracted from the automatically transcribed transcripts of the first half of the calls.

Figure 4 depicts the accuracy comparison of customer satisfaction measurement using the first half of calls with the results obtained from using the entire calls, for both 5-point satisfaction classification and 2-point satisfaction classification. Both Decision Tree and SVM perform better when the entire conversations were available. However, both methods significantly outperform the DominantClass baseline even with only the half of calls. Also note that the SVM method produces the accuracy comparable to the CSRJudgment baseline for the 2-point satisfaction classification.

Figure 5 shows the comparison of F-measure of 2-point satisfaction classification. The results confirm that analyzing the entire conversations provides more accurate performance of customer satisfaction than analyzing only partial conversations. As we can see from the figure, the degree of performance degradation is larger for “dissatisfied” calls than for “satisfied” calls. Also, SVMs are shown to be less prone to the information loss than Decision Tree for identifying both “satisfied” calls and “dissatisfied” calls.

The main reasons of the performance degradation might be the following. First, the “Goodwill” feature is not used at all for the experiment with the first half of calls. Second, contextual features including “CSR’s Contact Information”, “Follow-up Schedule” and “Gratitude” typically appear at the end of calls. Therefore, these features are mostly absent for C-SAT prediction in real-time. It is worth noting that the presence of “CSR’s Contact Information” and “Follow-up Schedule”
6. CONCLUSIONS AND FUTURE WORK

Customer satisfaction is one of the key performance indicators of contact centers. However, due to high cost, contact centers conduct a manual survey with a very small number of customers limiting the value of the survey results. The primary goal of this work is to investigate if customer satisfaction can be automatically measured by analyzing automatically generated call transcripts using NLP and machine learning (ML) technologies. Such tools can enable companies to measure customer satisfaction for each and every call in near real-time, and, thus, to obtain more reliable knowledge about customer satisfaction.

We analyzed manual customer satisfaction survey results and sample call transcripts to identify features that are highly correlated with customer satisfaction scores. Analysis of such survey results can provide features for C-SAT prediction that can be used to build a C-SAT model for predicting C-SAT with high accuracy. Our experiments show that automatic C-SAT measurement using machine-generated call transcripts is feasible. Automatic C-SAT measurement at the end of calls outperform human judgment in terms of both classification accuracy and F-measure. Experiments for measuring customer satisfaction in real-time, i.e., while the conversation is still in progress, also produce classification accuracy comparable to human judgment with much less information. The results imply that, with a real-time transcription system, such tools can allow supervisors to take over a call when a customer becomes unhappy and to resolve the customer’s issue directly preventing customer defection.

To further improve the accuracy of automatic C-SAT measurement, we plan to extend the feature set to include acoustic features such as F0, pitch and energy level of the voices, call information such as the call waiting time, and call history information such as if a promised follow-up call was actually made.
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