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MoSCoE: A Specification-Driven Framework for Modeling Web Services using Abstraction, Composition and Reformulation

Jyotishman Pathak
Artificial Intelligence Research Lab
Department of Computer Science
Iowa State University
Ames, IA 50011-1040 USA
jpathak@cs.iastate.edu

Abstract. We propose a new framework for modeling Web services based on the techniques of abstraction, composition and reformulation. The approach allows users to specify an abstract and possibly incomplete specification of the composite (goal) service. This specification is used to select a set of suitable component services such that their composition realizes the desired goal. In the event that such a composition is unrealizable, the cause for the failure of composition is determined and is communicated to the user thereby enabling further reformulation of the goal specification. This process can be iterated until a feasible composition is identified or the user decides to abort.

1 Introduction

With the recent advances in networks, information processing and WWW, automatic composition of Web services has emerged as an area of intense research in both academia and industry. The main objective of these approaches is to construct and deploy complex workflows of composite Web services by leveraging autonomously developed software components or services in several application domains including e-Enterprise, e-Business and e-Science. However, despite the recent progress, the current state-of-art in developing composite services has several limitations:

Complexity in Modeling Composite Services: For specifying the functional requirements, the service developer is required to provide a complete specification of the composite (goal) service. Consequently, the developer has to deal with the cognitive burden of handling the entire composition graph, which becomes complex to manage with the increasing complexity of the goal service. Instead, it will be more practical to allow developers to begin with an abstract, and possibly incomplete specification, that can be incrementally modified until a feasible composition is realized.

Analyzing Failure of Composition: The existing techniques for service composition adopt a ‘single-step request-response’ paradigm for modeling composite services. That is, if the goal specification provided by the service developer cannot be realized by the composition analyzer (using the set of available components), the entire process fails. As opposed to this, there is a requirement for developing approaches that will help identify the cause(s) for failure of composition and guide the developer in applying that information for appropriate reformulation of the goal specification in an iterative manner.

Consideration of Non-Functional Characteristics: Barring a few approaches, most of the techniques for service composition focus only on the functional aspects of the composition. In practice, since there might be multiple component services that can provide
the same functionality, it is of interest to explore the non-functional properties of the components to reduce the search space for determining compositions efficiently.

Handling Differences in Service Semantics: Individual Web services needed for realizing a desired functionality are often developed by autonomous groups or organizations. Consequently, semantic gaps, arising from different choices of vocabulary for specifying the behavior of the services, are inevitable. This requires frameworks for assembling complex Web services from independently developed component services to provide support for bridging the semantic gaps.

Motivated by these concerns, the proposed research develops a new service composition framework, MoSCoE\(^1\) (Modeling Web Service Composition and Execution) to overcome some of the aforementioned limitations. Specifically, our work is aimed at:

- Introducing a new paradigm for modeling Web services based on abstraction, composition, and reformulation. The proposed approach allows users to incrementally develop composite services from their abstract descriptions.
- Developing a sound and complete algorithm for selecting a subset of the available component services that can be assembled into a sequential [1] and parallel [2] composition that realizes the goal service with the user-specified functional and non-functional requirements [3].
- Proposing techniques to identify the cause(s) for failure of composition to assist the user in modifying and reformulating the goal specification in an iterative fashion.
- Demonstrating the feasibility of the approach with real-world applications in bioinformatics [6] and electric power systems [7].

The rest of the paper is organized as follows: Section 2 talks about our contributions and results accomplished so far, Section 3 briefly discusses related work in service composition and finally Section 4 ends with conclusions and directions for further research.

2 The MoSCoE Framework

Figure 1 shows the architectural diagram of the MoSCoE framework mentioned above. Developing services in MoSCoE is based on the techniques of abstraction, composition and reformulation. The system accepts from the user, an abstract (high-level and possibly incomplete) specification of the goal service. In our current implementation, the goal service specification takes the form of an UML state machine that provides a formal, yet intuitive specification of the desired goal functionality. This goal service and the available component services (published by multiple service providers) are represented using labeled transition systems augmented with state variables, guards and functions on transitions, namely, Symbolic Transition Systems\(^2\) (STS). In addition, the STSs are semantically annotated using appropriate domain ontologies from a repository by importing OWL ontologies into the UML model [10]. MoSCoE assumes that these ontologies (and mappings between them) are specified by a domain expert using existing tools such as INDUS [6]. The user also provides non-functional requirements (e.g., cost, reliability) that need to be satisfied by the goal service.

MoSCoE manipulates these input data (user-provided service specification and published component service descriptions) and automatically identifies a composition that

\(^1\)http://www.moscoe.org
\(^2\)The STS specifications for component services can be obtained from service descriptions provided in high-level languages such as BPEL or OWL-S by applying translators similar to those proposed in [8, 9].
realizes the goal service. However, in the event that the composition cannot be realized, the system identifies the cause(s) for the failure and provides that information to the developer for appropriate reformulation of the goal specification. The framework consists of two main modules: composition management module and execution management module. The former identifies feasible compositions (if any) that realize the goal, while the latter deals with the execution of the composite service. We describe these modules in the following.

2.1 Composition Management Module

Given the STS representations of a set of $N$ component services $\{\text{STS}_1, \text{STS}_2, \ldots, \text{STS}_N\}$ and a desired goal $\text{STS}_G$, service composition amounts to identifying a subset of component services, which when composed with a choreographer (to be generated) $\text{STS}_{cr}$, realize the goal service $\text{STS}_G$. The role of the choreographer is to replicate input/output actions of the user as specified by the goal and to act as a message-passing interface between the components and between the component(s) and the client. It is not capable of providing any functionality (e.g., credit card processing) on its own; these are provided only by the components. The algorithm for generating such a choreographer is discussed in [1, 2] and essentially identifies whether $\text{STS}_{cr}$ indeed realizes $\text{STS}_G$ using the notion of simulation and bisimulation equivalence. Informally, $\text{STS}_1$ is said to be simulation equivalent to $\text{STS}_2$, denoted by $\text{STS}_1 \sim \text{STS}_2$, if every transition sequence from the start state in the former is also present in the latter. A symmetric simulation relation, denoted by $\approx$, leads to a stronger equivalence referred to as bisimulation.
However, the algorithm proposed in [1, 2] suffers from the state-space explosion problem since the number of ways the components can be composed is exponential to the number of component states. This becomes a challenge with the increasing size of the search space of available component services. Hence, to address this limitation, we consider non-functional aspects (e.g., QoS) to winnow components (thereby reducing the search space) and compositions that are functionally equivalent to the goal, but violate the non-functional requirements desired by the user [3]. The non-functional requirements are quantified using thresholds, where a composition is said to conform to a non-functional requirement if it is below or above the corresponding threshold, as the case may be. For example, for a non-functional requirement involving the cost of a service composition, the threshold may provide an upper-bound (maximum allowable cost) while for requirements involving reliability, the threshold usually describes a lower-bound (minimum tolerable reliability). If more than one “feasible composition” meets the goal specifications, our algorithm generates all such compositions and ranks them. It is left to the user’s discretion to select the best composition according to the requirements.

In the event that a composition as outlined above cannot be realized using the available component services, the composition management module provides feedback to the user regarding the cause of the failure. The feedback may contain information about the function names and/or pre-/post-conditions required by the desired service that are not supplied by any of the component services. Such information can help to identify specific states in the state machine description of the goal service. In essence, the module identifies all un-matched transitions along with the corresponding goal STS states. Additionally, the failure of composition could be also due to non-compliance of non-functional requirements specified by the user. When such a situation arises, the system identifies those requirements that cannot be satisfied using the available components, and provides this information to the service developer for appropriate reformulation of the goal specification. This process can be iterated until a realizable composition is obtained or the developer decides to abort.

2.2 Execution Management Module

The result from the composition management module is a set of feasible compositions each defining a choreographer that will enable interaction between the client and the component services. The execution management module considers non-functional requirements (e.g., performance, cost) of the goal (provided by the user) and analyzes each feasible composition. It selects a composition that meets all the non-functional requirements of the goal, generates executable BPEL code, and invokes the MoSCoE execution engine. This engine is also responsible for monitoring the execution, recording violation of any requirement of the goal service at runtime. In the event a violation occurs, the engine tries to select an alternate feasible composition. Furthermore, during execution, the engine refers to the pre-defined set of inter-ontology mappings to carry out various data and control flow transformations [5, 6].

3 Related Work

Several efforts including those based on AI planning techniques, logic programming and automata-theory, have led to the development of platforms to support composition and deployment of services. Berardi et al. [11] proposed the Colombo framework for representing services as labeled transition systems and defined composition semantics via message passing. Pistore et al. [9, 12] developed an approach for translation of BPEL and OWL-S code into transition systems and applied planning via symbolic model checking technique to do composition. Similarly, KarmaSIM [13] translates
OWL-S descriptions into petri nets to automate tasks such as simulation, validation, composition and performance analysis. Sycara et al. [14] proposed an approach for automatic discovery, interaction and composition of semantic Web services using hierarchical task network planning. More recently, the authors in [15] developed an architecture for integrating semantic Web services by automatically generating a BPEL workflow using planning-based techniques.

Several techniques have also been developed which consider non-functional requirements for service composition. Cardoso et al. [16] describe a model that allows prediction of quality of service for workflows based on individual QoS attributes for the component services. Their technique allows compensation of composition deficiency if many services with compatible functions exist. Zheng and Benatallah [17] consider service selection task as a global optimization problem and apply linear programming to find solution that represents service composition optimizing a target function, where the function is defined as a combination of multiple non-functional parameters. Yu and Lin [18] modeled the service selection as a complex multi-choice multi-dimension 0-1 knapsack problem, which takes into consideration difference in QoS parameters offered by multiple services by assigning weights.

MoSCoE builds on the approaches mentioned above and aims to provide a model-driven framework for (semi-)automatically composing Web services. However, there are certain aspects of MoSCoE which are inherently different from others. Firstly, our approach has the ability to work with abstract (and possibly incomplete) goal service specifications for realizing composite services. These specifications can be iteratively reformulated until the required functionality is achieved. Such a technique reduces the cognitive burden on the developer to begin with complete (and perhaps complex) composition model. Secondly, in the event of failure of composition, MoSCoE can identify the cause(s) for the failure and provide such information to the developer, which can be used for appropriate refinement of the goal specification. Thirdly, MoSCoE allows users to specify the non-functional aspects of the composite service which are used to select and compose individual components that realize the goal. Furthermore, these requirements are monitored during execution of the composite service to ensure compliance. Finally, MoSCoE supports specification of semantic correspondences between multiple Web service ontologies—an essential element for integration of autonomous and heterogeneous software entities.

4 Conclusion and Further Work

In this paper we introduce MoSCoE, a novel approach for automatically developing composite services by the applying the techniques of abstraction, composition and reformulation in an incremental fashion. The framework provides a goal-directed approach to service composition and adopts a symbolic transition system-based approach for computing feasible compositions. Our formalism allows us to identify and validate all possible compositions that meet the user-specified functional and non-functional requirements. However, in the event that a composition cannot be realized using the existing set of candidate services, the technique determines the cause(s) for the failure (due to violation of functional and/or non-functional requirements), and assists the user in reformulation of those requirements in the goal specification. Furthermore, by applying ontologies and inter-ontology mappings to ground service descriptions, MoSCoE provides a mechanism for bridging semantic gaps between independently developed components. MoSCoE can be used to generate potential workflows by reusing existing Web services in various domains such as power systems [7].
Our on-going work is aimed at developing heuristics for hierarchically arranging failure-causes to reduce the number of refinement steps typically performed by the user to realize a feasible composition. We also plan to explore approaches to reducing the number of candidate compositions that need to be examined e.g., by exploiting domain specific information to impose a partial order over the available services. Additionally, our framework for modeling service composition and execution has focused on services which demonstrate a deterministic behavior without loops. Handling nondeterministic behavior that often characterizes real-world services is an important area of ongoing research. Furthermore, we plan to do a systematic evaluation of scalability and efficiency of our approach on a broad class of benchmark service composition problems.
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REST-Based Service Oriented Architecture for Dynamically Integrated Information Systems

Daniel Szepielak
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Abstract. Integration solutions based on Service Oriented Architecture typically follow an operation centric approach which puts emphasis on the diversity of operations. This paper describes a resource centric approach based on REST web services which provides means of representing legacy systems data and processes as resources which are accessible through uniform interfaces and standardized operations. A key component of the proposed integration approach is a web service registry which enables dynamic ontology-based service discovery and execution.

1 Introduction

The complexity of business models and software environments of modern enterprises puts emphasis on the need for cross-application communication. In such complex environments information systems can no longer operate as independent entities without having a negative effect on enterprise efficiency. Integration of information systems is thus a frequent challenge in enterprise environments.

Like any software environment, an integrated software environment changes over time. Evolution of technology and changes in business needs are reasons for upgrading or replacing existing applications to achieve better, faster and up-to-date software environments. Such continuous evolution demands flexible and scalable integration platforms that minimize the amount of human involvement necessary for adaptation and maintenance. The dynamic integration concept addressed by the following research fulfills these requirements by introducing mechanisms which are capable of discovering and accommodating a growing number of systems and services during operation.

2 Background

The concept of integration has been present in the software development domain in various forms for the last two decades. The approach currently considered to be the best practice for addressing the integration problem is the Service Oriented Architecture (SOA) [1]. The main principle of SOA is to deliver software components in form of web services - small, self-contained modular applications that support direct interaction with other software agents through exchange of XML messages in a platform and programming language independent manner.
The concept of SOA and Web Services is typically associated with the Simple Object Access Protocol (SOAP) due to wide adoption and industrial support for SOAP-based web services. SOAP defines a messaging protocol between requestor and provider objects, allowing the requesting objects to perform remote method invocation on the providing objects in an object oriented programming fashion. An alternative to SOAP web services has been proposed in form of the Representational State Transfer (REST) [2]. The motivation for REST was to apply the successful characteristics of the Web to the SOA. REST achieves this by exposing resources in form of XML documents accessible through URIs using a uniform HTTP protocol interface. This approach results in REST straightforwardness and simplicity.

A key component of any SOA environment is the service registry which enables dynamic service discovery based on descriptions of services capabilities. Typical service description and discovery mechanisms depend on WSDL and UDDI standards, however ontology-based methods for semantic service description has also been proposed (e.g. OWL-S) [3]. Ontologies aim at capturing the exact meaning of data by providing explicit formal specifications of concepts used in a particular domain [4], based on semantic relationships observed among these concepts.

3 Integration Approach

3.1 Resource Centric Approach

In most SOA-based integration approaches web services can perform any operations possible within an information system. This freedom leads to highly complex descriptions of web service capabilities. The discovery mechanisms that depend on these descriptions are typically limited to matching of service inputs and outputs [5]. As services from different providers that deliver the same functionality can have completely different combinations of inputs and outputs, except for trivial cases it is often impossible to automatically discover or utilize them without prior adaptation to their interfaces [6].

The presented research describes an approach which does not require complex service description and thus results in easier interoperability among information systems. The interoperability problem is addressed by providing a fixed functional interface that limits the freedom of operation definition, but assures common understanding of defined operations and uniform representation of objects (resources), on which they operate. This approach can be described as the resource centric approach and its successful application can be found for example in the database domain where every table is considered to be a resource and SELECT, UPDATE, INSERT and DELETE operations are used for data manipulation. This pattern is often referred to as CRUD [7] which is an acronym for Create, Retrieve, Update and Delete. While the CRUD pattern is a practical and effective application of the resource centric approach, the operation set does not have to be limited to CRUD and can be adapted if necessary - as long as the meaning of all operations is defined and known to providers and consumers.
### 3.2 Ontology

Integrating information systems using the resource centric approach requires defining various resource types which are present in a company’s software environment. In the described solution this task is realized with the help of an ontology. This ontology should reflect only business meaningful concepts shared among participants of the integrated environment. Defining too fine grained resources can significantly increase the number of necessary services.

A small fragment of an ontology that has been built for the purpose of this research is shown in Fig.1. The general ontology concepts are mapped to individual concepts in specific information systems.

![Diagram](image.png)

**Fig. 1.** Mapping of Ontology concepts to systems specific concepts.

The example ontology addresses the documentation of technical infrastructure in general: it states that *Documents* describe *Components* which are installed in *Locations*. It was created for an environment containing three information systems: EDMS, IMS, FMS each offering partial implementations of the ontology concepts - each from its own perspective. The ontology provides a combined view at the resources of the underlying systems e.g. the *Component* class offers a unified view at the EDMS *SerializedPart* and the IMS *InventoryItem*.

The example ontology shows resources that can be considered as data objects, however, a business model of a typical company consist not only of data but also of processes. In the proposed approach the concept of process is not explicitly defined, but processes can be encapsulated and exposed as resources. Operations on resources can be used for controlling processes e.g. creating a resource can initialize a process, retrieving it can be used for checking the process status etc.

### 3.3 REST Web Services for Resources

The REST architectural style has been chosen for realizing the resource centric approach for the reason of its simplicity and because it can be mapped to it in a natural way. The HTTP methods can be mapped to the Create (POST), Retrieve (GET), Update (PUT) and Delete (DELETE) operations and the XML documents can be used to provide a uniform resource representation.
Building an integrated environment using the proposed approach requires delivering interfaces for accessing the resources which are defined in the ontology. For each resource type, a set of REST web services is required that provides the CRUD operations. The complete set of services for all resource types forms a service pool which provides uniform access to data stored in the underlying information systems (Fig.2).

![Fig. 2. Set of web services offered by information systems to the Service Pool.](image)

The proposed approach requires developing families of web services for all specific ontology classes. For supporting the development efforts, a prototype framework has been built which facilitates reuse when developing families of web services. It provides functional blocks that can be generalized for all web services as well as implementation skeletons for blocks that have to be implemented for every specific information system and every ontology class. The development of web services for the purpose of integration is thus reduced to delivering appropriate system drivers which implement the required behavior on specific resources in the specific information system.

### 3.4 Registry

The key component of a dynamically integrated environment is a web service registry. The proposed registry utilizes the conceptual model provided in the Ontology to build a Service Directory, which extends the conceptual model representation of the ontology to include information about operations and their providers (Fig.3). The two core components of the registry which coordinate access to these repositories are the Ontology Engine and the Services Directory Engine. With their help providers can selectively register single operations which act on resources only, in contrast to simply registering any service as done frequently in registries like UDDI.

In addition to acting as a single point of contact for service providers and requestors, like any registry does, the proposed registry follows a novel concept of directly accessing object fragments from different sources and assembling them into high-level objects according to the ontology. This functionality is enabled by the Request Execution Module which allows clients to directly operate on resources without any knowledge about their providers, almost as if the registry itself would be providing all the services. Instead of first querying the registry
for a list of providers and then sending requests to them, the client can simply send the request for required information directly to the Execution Controller. The Execution Controller automatically retrieves from the Service Directory the information which is required for identifying the proper providers, adapts partial requests to provider interfaces using Transformation Repository and passes them on to the Request Executor threads which invoke individual web services. The partial responses are then combined into a complete response which is returned to the client. In perspective of the earlier example, the client could e.g. ask for the complete information about a Component resource and the Request Execution Module would retrieve and compose the data from both the EDMS and the IMS. The described method allows clients to ask for information without worrying who will deliver it, what usually corresponds to the client point of view.

3.5 Integration Architecture

The overview of the proposed integration architecture is shown in Fig.4.

Fig. 3. Registry architecture overview.

Fig. 4. Overview of intended integration architecture.

The Data Layer corresponds to the resources defined in the ontology. Access to these resources is provided via web services in the Service Layer which offers a uniform interface for manipulating various resources. The business processes are controlled by the Application Layer, which can utilize web services either through the Request Execution Module or find them using the Registry Core and use them directly. The received responses are processed within the business logic modules and the results are passed on to the User Interface Layer.
3.6 Expected Contributions

This paper presented an overview of the research project which expects the following contributions within the field of Information and Computer Science:

– a resource centric approach for integration of information systems
– an integration architecture for realizing dynamic integration based on resource centric approach
– an ontology based registry for REST web services enabling dynamic service discovery and execution
– a framework for building REST web services for the resource centric integration

3.7 Results and Conclusions

This research project originated from the general research conducted at Deutsches Elektronen-Synchrotron (DESY) in Hamburg. The research is still ongoing, however a number of components have been already developed and put into operation including: an ontology for DESY information systems, a framework for REST web services development achieving an average level of 90-95% code reuse, a prototype registry for REST web services and a set of web services for accessing the core resources within multiple information systems.

The presented approach has proven to be an efficient method for the integration of legacy systems. The ontology based uniform service interfaces ensure common interpretation of all available services and thus allow minimizing necessary maintenance work in case of modifications of the integrated environment. Experience shows that the resource centric approach is particularly suitable for environments focused mainly on data manipulation. While it is possible to model business processes as resources, the proposed approach can be hard to realize in environments with complex and numerous processes.
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Abstract. In this paper we present ongoing work on building a detection and diagnosis system for Services architecture. We propose a hierarchical detection and diagnosis framework instantiated in a system called the Monitor. The Monitor verifies the messages exchanged between services against an anomaly based rule set. The Monitor architecture is application neutral making it generically applicable to a wide variety of web applications composed of services. Monitor treats service entities as black boxes making it non-intrusive. We provide a hierarchical framework which scales with the number of service entities. We extend the Monitor framework to provide diagnosis of failures through causal dependency modeling. The contribution of this work is a step towards building autonomic management system for a large class of web applications that are deployed today.

1 Introduction

With the realization of services as an essential part of the driving force in the economy, several research endeavors have been initiated for understanding and development of services. Services could potentially belong to different management domains or completely different countries. Reliability is an important parameter which must be provided by the conglomeration of services working together to achieve a task. Because of the distributed nature, proprietary control over individual services and only message interactions, fault tolerance is an extremely challenging task. In many situations, it is necessary to not just detect a failure, but also to diagnose the failure, i.e., to identify the source of the failure. Several solutions to diagnosis have been proposed in different contexts including [4], [5], [6]. Diagnosis (or fault localization) is challenging since high throughput applications with frequent interactions between the different services allow fast error propagation. In service oriented applications only descriptors about the services are available, with no access to internal components. Hence, it is desirable to consider services as black-boxes for the diagnostic process. The aim of this thesis is to develop a framework which can provide detection and diagnosis of failures in high throughput applications composed of black box services. It is a step towards developing an autonomic infrastructure for service management.
We propose a hierarchical Monitor architecture for fault detection and diagnosis in services architecture. There are several design motivations for the Monitor system. First, it is desirable that the Monitor system operate asynchronously to the services, so that the application’s throughput does not suffer due to the checking overhead. Second, there is a requirement of fast detection and diagnosis, so that substantial damage due to cascaded failures is avoided. It should be able to catch error propagation from one service to another due to message exchanges. Third, the monitor system is not intrusive to the verified application or the group of services. This matches perfectly with the services concept because most of these services could be legacy and argues in favor of having the payload system be viewed as a black-box by the Monitor system. While it is possible to build very optimized and specialized fault tolerance mechanisms for specific applications (e.g., like in [1] with the TRAM protocol), such solutions do not generalize well across applications.

Figure 1 represents how we envision Monitor working in a distributed setting. Monitor snoops over the message interactions between the services. The fault model for services consists of configuration errors, messaging errors, and cascaded failures. It verifies these interactions against a set of rule base to provide detection of failures.

Services Oriented Architecture (SOA) comprises of multiple services working in tandem to support an application typically interact through messages (see Figure 1). Also these services can be provided through multiple vendors and across multiple domains. Message interaction and service discovery is supported by Enterprise Service Bus [9]. Monitor is a natural fit to SOA because of black-box abstraction of services and complete reliance on message exchanges for detection and diagnosis. In SOA, service providers provide services with descriptors which can be used for accessing the service. These service descriptors (for e.g., Web Services Description Language (WSDL)) and Service Level Agreements (SLA’s) can be used together to generate the rule base used by the Monitor(s) (see Figure 1).

Figure 1: Logical View of the Monitor in a services domain.
The problem of diagnosis in distributed systems has been studied in [10] which have relied on participation by the protocol entities and the classes of faults have also been restricted. Authors in [5] provide a black-box mechanism to find causal dependencies but they do not provide any diagnosis.

The contributions of this work are as following: 1) Asynchronous detection and diagnosis of failures in distributed applications, 2) It is application neutral and treats the entities as black-box with no explicit tests given to the entities, 3) Resilient to failures within the monitoring framework, and 4) Provides scalability through distributed hierarchical monitoring.

2 Monitor Architecture and Detection

The Monitor architecture consists of several modules classified according to their functional roles. These modules include, in order of their invocation, the Data Capturer, the State Maintainer, the Rule Matching Engine, the Decision Maker, the Interaction Component, and the Rule Classifier. Figure 2 gives a pictorial representation of the Monitor components.

The details of the structural and functional roles of the components have been described in [2] and only a basic description is given here. The Data Capturer is responsible for ‘capturing’ the messages exchanged between the service participants over the network, and passing it on for further processing by the Monitor. Message capturing can be through passive monitoring of traffic or using active forwarding support from the service entities (or Enterprise Service Bus). Monitor may be placed in the same domain (for e.g. LAN) as the service entities or in a completely different domain, with service entities providing active forwarding of messages. Port mirroring on switches and routers can also achieve forwarding of messages to the Monitor without any cooperation from the service.

The State Maintainer contains static information of the reduced state transition diagrams for each verified service and dynamic information of the current state of each. The combination of current state and incoming event determines the set of rules to be matched. The Matching Engine is invoked by the state maintainer when an incoming packet triggers a rule that has to be matched. This component is highly optimized for speed to reduce the detection latency. Once the matching engine finishes its rule matching, the Decision Maker combines the results of rule matching for the different rules in the rule base and raises an appropriate flag in case of error. The Interaction Component deals with communication between Monitors at different levels in the hierarchical approach.

As previously stated, rules can be generated from WSDL descriptions and SLA constraints. Rules are classified into temporal and combinatorial categories[2]. The rule syntax is rich so as to be able to express a large class of interactions. For all seen messages, the Monitor verifies if it adheres to the rule base. We have developed fast matching algorithms to support online detection. In [2] we show detection feature of the Monitor by applying it to a distributed TRAM protocol across Purdue’s network. We obtain a high accuracy of failure detection with very low latency. Detection of problems or failures is a first step in fault tolerance. This needs to be followed by a diagnosis mechanism which pinpoints the exact cause of the failure.
Diagnosis using Monitor(s)

Providing diagnosis is challenging because the Monitor treats the entities as black-boxes. It is thus unaware of the valid request-response for the service and cannot send any explicit test message to these service entities. Moreover, the service instance may not currently be in the same state as the one in which the fault was triggered. In practical deployments, the monitoring framework may not have perfect observability of the service instance because of congestion or specific placement of the entities and the monitoring framework. A failure manifested at a service entity could be because of a fault which originated at this service entity or because of error propagation through a message which the service entity received. If the error is propagated through a message then it must causally precede the message which resulted in failure detection. All services which interacted with the failed service could be possible causes of failure because of error propagation.

During runtime the Monitor uses the incoming messages to construct a causal graph (CG) where a node represents the service and links represent the exchanged messages between different services[7]. On detection of failure, a Diagnostic Tree (DT) is built with the entity at which failure was detected being the root of the tree. Each node in the DT is checked using a set of causal tests (like diagnosis tests) which checks the causal behavior of the service. These causal tests are obtained from the actual causality present in the application. These can be easily derived from the service’s formal specification like WSDL, or STD.

A causal test has a specific format to verify the causal relationship between the messages and thus to address error propagation. It tests that all the causal messages in the service for a particular state did transpire. These tests are needed only when a service failure happens because overhead of executing all the tests during the entire operation of the application protocol would be prohibitive and unnecessary if no failure occurs.
The service entities may be spanning several networks and even organizational boundaries and be verified by different individual monitoring modules each of which constructs a part of the CG obtained from its local information. This entails the requirement of distributed diagnosis. Complete transfer of the local CGs to construct global information at some central monitoring authority is not scalable. Instead, we design a distributed protocol under which each Monitor performs local computations and then it is aggregated at a single higher level Monitor which pinpoints the faulty service.

3.1 Further Challenges

A monitoring framework as proposed in this paper is likely to be affected by failures. It is quite likely that an arbitrary failure within the Monitor can lead to potential missed alarms or false alarms. Besides, there can be challenges related to rule base mis-configurations, load balancing, guarantee order amongst Monitor(s) etc. Due to space constraints we do not discuss these issues but would like to refer the reader to [2], [3], [7] on how to address these challenges.

4 Future Direction & Conclusions

4.1 State Space Reduction

Distributed applications in use today have a large state space due to the complexity of the individual services and the large scale of the application. This leads to the well known problem of state space explosion commonly occurring during the process of formal verification of hardware design or distributed protocols. This problem persists in a service oriented domain as well because the state of the entire system ($S_s$) is a tuple consisting of state of each service i.e., $S_s = <s_1, s_2, ..., s_i, ...>$. State space explosion hampers the role of the fault tolerance or management system that reasons about the state of the system, especially if the system consists of services which are real time.

The fundamental premise is that not all states are equally valuable from the point of view of fault tolerance services. The less valuable states can be ignored and the more valuable ones tracked reducing the total number of states that needs to be tracked. Often it is desired by the system administrator to narrow down on few suspecting services. Verification of the entire state space in such a scenario is futile and expensive.

Monitoring systems typically have a set of rules against which the monitored service is verified. Additionally, physical placement of these monitoring systems may cause inability to see all the external activities of the service entity, making some of the external transitions unobservable. For monitoring systems, we identify two sources for doing state space reduction; 1) Removing internal or unobservable states or transitions, and 2) Removing the states which have no rules for verification.
The former is important for correctness as well as performance since an internal transition cannot be tracked accurately by a monitoring system and will therefore have to be estimated, perhaps inaccurately. The latter is important because it lets the system administrator lead the detection and diagnosis system to focus on behavior of importance to the system. However, any reduction step that is designed should be agnostic to the monitoring system’s performance. We are currently exploring mechanisms which provide state space reduction without any effect to the semantics of the service as perceived by the monitoring system.

4.2 Diagnosis in High throughput streams

State space reduction helps reducing the latency of detection but in a high throughput scenario, it is unlikely to verify of all the messages which are exchanged between the service modules. Algorithms have been proposed in theoretical computer science to obtain ρ-quantile measure of stream including [8], which shows how to perform detection using optimized bloom filters. In spite of these approaches there is a lack of research, in performing on-line diagnosis. Typically in existing systems, after online detection, systems perform off-line diagnosis for high message stream applications. We are focusing on developing an approach to perform accurate, real-time diagnosis using an approximate estimate of the incoming stream.
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Abstract. Internet-scale Web services-based event notification services face several new challenges that have not been addressed in traditional event notification systems. In this paper, an Open Publish/Subscribe (OPS) model is proposed to address these new challenges. The openness of OPS model enables collaboration among different event notification systems from different organizations. The layered architecture of this model separate different concerns in event notification systems and can be used to address several challenges in Web services-based event notification systems. Two issues we will address in the thesis are supporting the expressive XPath filtering on XML messages without losing scalability and reconciling the competing Web services specifications on such systems.

1. Introduction

Web services-based event notification is an emerging technology that combines the asynchronous publish/subscribe communication feature of the event notification mechanism and the interoperability feature of Web services technologies. Web services-based event notification systems are getting more and more attention in the emerging Service-Oriented Architecture (SOA) and Event-Driven Architecture (EDA) for integrating applications both within an organization and across organization boundaries. WS-Eventing [1] and WS-Notification [2] are two major specifications for such systems. These specifications aim at defining standard Web service interfaces for subscription management and delivering XML-formatted event notification messages.

There are some major changes from traditional event notification systems to Web services-based event notification systems [3]. First, the format of notification messages is XML-based SOAP message format. XML has been widely adopted as a standard data exchange format. Comparing with name-value pair messages in traditional systems, XML messages provides both semantic and structural information on the data and it is supported by major software vendors. However, XML messages are larger and more complicated than name-value pair messages. Parsing these messages is much more computation-intensive. Second, interoperability among different administration domains on the Internet becomes a major concern since event sources and event consumers are less likely to be under the control of the same
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20 administrator or implemented by the same vendor. *WS-Messenger* [4] is a research project on unique challenges in Web services-based publish/subscribe systems.

2. Problem statement

Notification brokers are key components for scalable, loosely coupled publish/subscribe systems. They provide an abstraction layer between event sources and event consumers. Broker network consists of two or more notification brokers to take advantage of locality, improve scalability and reduce network bandwidth usage. Internet-scale XML publish/subscribe services are getting more and more attentions since they are key components for large-scale distributed applications [5, 6]. Handling notifications on the Internet-scale faces many new challenges that are not addressed on the Intranet-scale, such as message routing, higher message rate and subscription populations, variable network conditions, unreliable resources and firewalls.

Existing researches on Internet-scale brokering system assume fully cooperative broker networks. Each broker in a broker network needs to trust every other broker and perform all required responsibilities, such as message routing, query processing, message transformation and message aggregation. Communications among them are proprietary protocols. However, to achieve a practical Internet-scale brokering system, the brokers usually need to be deployed in different administrative domains. Due to different economical and political concerns, cooperation among different organizations across the world is very hard and hoping everyone using brokers from the same vendor is impractical. Current Web services-based event notification specifications only define publish/subscribe interfaces for clients. They do not address interoperability among notification brokers from different organizations. An *open interoperable* brokering network model that can link different organizations is desired for Internet-scale brokering systems. How to achieve this is a research challenge.

Expressiveness and scalability have been treated as trade-offs in publish/subscribe systems [7]. Topic-based subscriptions are simple and easy to scale, but they are not expressive. If publishers cannot provide fine-grained topics, subscribers have to subscribe to all messages on that topic. Content-based subscriptions are more expressive. They allow subscribers to specify content characteristics. But they usually require more processing time in the message filtering process and their scalability has been a research problem [7]. Content-based XML message filtering aggravates this problem. XPath expression [8] is the desirable subscription language since it allows fine-grained selection by both structure and content. However, parsing XML messages and evaluating XPath query are much more expensive than processing traditional content-based name-value pair messages. How to achieve both the rich expressiveness in XPath subscriptions and scalability has been a challenge [5]. When brokers are distributed across Internet in different organizations, how to achieve them in an open and interoperable way without losing security is an even harder challenge.

Two major competing specifications on Web services-based event notification systems are WS-Eventing [1] and WS-Notification [2]. They are incompatible with each other and both have implementations from different projects. In many application integration scenarios, it is not feasible to change the specification
implementations used in existing systems, especially if the change involves two or more organizations [9]. In order to keep existing Web services-based event notification systems unchanged and achieve interoperability among various implementations of competing specifications, notification brokers should be able to transparently reconcile the differences among event notification specifications. No previous work can achieve this. Also, due to different specifications and different versions, there are potentially a large amount of different operation messages or notification messages in different formats, how to reconcile them in a scalable way is another challenge.

This thesis will address the above mentioned three problems by proposing an open model and by separating different concerns to different layers in this model.

3. Related work

**XML message filtering and transformation in publish/subscribe systems.** Many content-based notification broker projects are available. Traditional content-based publish/subscribe systems with broker networks include SIENA [7], Gryphon [10], HERMES [11], JEDI [12]. They usually filter messages with a simple name-value pair structure. Research efforts on efficient XPath-based filtering for more complicated XML message contents include XFilter [13], YFilter [14], Xaos [15], XSQ [16]. These XPath filters are designed for processing XPath evaluations in a single machine, mostly for XML database, and are not designed to support notification broker networks for scalability.

PsEPR project [6] deploys an Internet-scale XML message brokering system, but it uses topic-based message filtering. Currently, there are three broker networks that support XPath-based filtering, ONYX [5], XNet [17] and Naradabrokering [18]. Only NaradaBrokering has Web services implementation and only ONYX provides message format transformation based on XQuery. Unlike WS-Messenger, every broker in these projects needs to inspect XML message contents to make routing decisions which is ineffective and lack of security. Neither mediation on message formats from competing Web services specifications nor interoperability among event notification brokers from different vendors is addressed.

**Open interoperability model for messaging systems** Several open interoperability approaches are available. Some specifications, such as JMS, define API-level interoperability. Some communication protocols, such as TCP protocol and IP protocol, define binary-level interoperability. Recently, message-level interoperability is gaining momentum. Web services achieve interoperability by defining common XML formats. WS-Eventing [1] and WS-Notification [2] define interfaces between clients and brokers. However, they do not define an interoperable model for message filtering and delivery among brokers. Advanced Message Queuing Protocol (AMQP) specification [19] is a recent draft specification that aims to create a “totally open, platform agnostic, interoperable” messaging infrastructure for collaboration among queuing services in different organizations. The message-level open interoperability approach of this specification is similar to the OPS model in this paper, but its domain is not publish/subscribe messaging system.
3. OPS model

In this thesis, I propose Open Publish/Subscribe (OPS) model as an open and generic model for Internet-scale event notification broker networks for XML messages. This model is similar to the open TCP/IP model that Internet is built upon but it is at a higher level. This model separates different concerns in publish/subscribe systems to different layers. Five layers are included in this model: event transportation layer, event distribution layer, query processing layer, event transformation layer and event application layer. Each layer can achieve its responsibility independently without much effect on the other layers. Table 1 summarizes the responsibilities of each layer in the OPS model. In the process of delivering a notification message from a publisher broker to a consumer broker, intermediary brokers in a broker network only need the bottom two layers. This means much simpler architecture and much less processing load for intermediary brokers.

Table 1. Responsibilities of each layer in OPS model

<table>
<thead>
<tr>
<th>Layers</th>
<th>Responsibilities</th>
</tr>
</thead>
<tbody>
<tr>
<td>Event Application (layer 5)</td>
<td>Generates/consumes notification messages, including</td>
</tr>
<tr>
<td></td>
<td>Complex Event Processing</td>
</tr>
<tr>
<td>Event Transformation (layer 4)</td>
<td>Transforms notification messages for common processing or for individual end consumers</td>
</tr>
<tr>
<td>Query Processing (layer 3)</td>
<td>Filter/check message according to subscriptions</td>
</tr>
<tr>
<td>Event Distribution (layer 2)</td>
<td>Determines list of next routing brokers and/or list of consumers for messages</td>
</tr>
<tr>
<td>Event Transport (layer 1)</td>
<td>Delivers messages between brokers</td>
</tr>
</tbody>
</table>

4.1 Features of OPS model

OPS model has two major features. First, it is an open model for interoperability. OPS model defines open and simple message formats at the event distribution layer for communications among notification brokers. Interoperability is based on messages on the wire. We believe that in order to have a wide deployment of collaborative brokers from different organizations on the Internet, a least responsibility approach is needed. Collaborative brokers only need to perform its core task which is message routing. Other responsibilities should be handled by higher level applications as services, possibly provided by different vendors. In this way, different organizations can achieve easier collaboration on creating an Internet-scale event delivery network without too much burden on resources. An analogy of this approach is the success of the Internet. We only need to trust the routers in other organizations to forward our messages based on IP address headers, and DNS servers can provide us with correct naming information. We do not require them to perform security checks on our IP packets or remove duplicates.

Second, OPS model uses a layered model to achieve separation of concerns for scalability and security. Each layer in OPS model can be scaled out independent of other layers. Different layers may have different scalability concerns and need
different scaling approaches. For example, scaling out event distribution layer is different from scaling out query processing layer as described in next section.

The security benefit of the separation of concerns is that it enables routing of encrypted messages in content-based filtering. This is not feasible in previous content-based message filtering systems. In OPS model, only publisher brokers and consumer brokers need to check message content for content-based message filtering, intermediary brokers just need to check FRS (filtering result summary) created by the query processing layer in the message headers to determine the message routing. Messages can be encrypted by publisher brokers for traversal on the Internet through different administrative domains. In this way, secure communication channels can be established between publishing organizations and consuming organizations.

4.2 Applications of OPS model

As sample applications of OPS model, I will address the other two research problems described in section 2 using the open interoperability model. They can be solved at different layers in OPS model.

Expressiveness vs. Scalability problem for XML messages This problem will be addressed by separating the scalability of event distribution with the scalability of event filtering. At the event distribution layer, scalability concern is how to route messages efficiently from publisher brokers to consumer brokers. Scaling out approaches include adding more delivery agents for a broker and adding more brokers in different locations. Routing decisions can be made by checking only the Filtering Result Summary (FRS) generated by the query processing layer and attached as the header of an XML notification message. Neither XML parsing nor XML content inspection is needed. The scalability concern in the query processing layer is how to efficiently matching subscriptions with XML messages. Since the query processing happens at the publishing brokers, scalability can be achieved by using more query processing servers in a cluster locally for a high-rate publisher. In our implementation, XPath evaluation will be based on YFilter [14] and FRS format will be based on a simple XPath canonicalization protocol we designed.

Scalable mediation among competing Web services specifications To solve this problem, the transformation layer in OPS model is used to transform message formats automatically based on the specifications used in subscription messages. Specifically, a Normalization-Processing-Customization (NPC) approach is used in our mediation solution [9]. The contribution of this solution is that it uses normalized information set to simplify mediation among Web services and makes mediation scalable. Mediation among N different formats only needs 2N mediation rules, instead of N².

5. Conclusions

In conclusion, researches in the WS-Messenger project concentrates on unique challenges in Web services-based event notification systems. This thesis proposes an Open Publish/Subscribe model for Internet-scale XML message brokering. It studies how to achieve scalable XPath-based message filtering and how to reconcile
competing Web services specifications under this open interoperability model. We will deploy our system in wide-area networks, e.g. PlanetLab [20], and conduct various performance tests in real-world network environments.
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Abstract. The grid-based computing paradigm has attracted much attention in recent years. Computational Grids focus on methods for handling compute intensive tasks while Data Grids are geared towards data-intensive computing. This dissertation considers research in grid-based distributed data mining. While architectures for mining on the grid have already been proposed, the inherently distributed, heterogeneous nature of the grid, calls for distributed data mining. This necessitates the development of services that can perform distributed data preprocessing, mining, visualization and workflow compositions. As a proof of concept, the feasibility of executing distributed data mining algorithms on astronomy catalogs obtained from two different sky surveys Sloan Digital Sky Survey (SDSS) and The Two Micron All Sky Survey (2MASS) is explored. In particular, we examine a technique for cross-matching indices of different catalogs thereby aligning them, use a randomized distributed algorithm for principal component analysis and propose to develop an outlier detection algorithm based on a similar technique. The algorithms developed are to be implemented as services on the Data Grid. Finally, we propose an analytical and empirical framework for optimization of resources on the grid.

1 Introduction

In many scientific domains\textsuperscript{1} large data repositories are being generated. Researchers needing to access the data may come from different communities and are often geographically distributed. The Data Grid [15] has emerged to provide an architecture for distributed management and storage of large scientific data sets. Several projects such as Knowledge Grid [4], Grid Miner [5] and TeraGrid [3] have focused on the creation of middleware / systems for data mining and knowledge discovery on top of the Data Grid. Motivated by this research, we

\textsuperscript{1} e.g. Astronomy, High Energy Physics, Climatology, Computational Genomics, Medicine and Engineering
propose to develop service based architectures for Distributed Data Mining on the grid infrastructure.

The paper is organized as follows: Section 2.1 briefly summarizes the need for Distributed Data Mining (DDM), Section 2.2 discusses related work on data mining on the grid. The Section 3 summarizes Research Contributions and Section 4 introduces Preliminary Work. Finally section 5 concludes the work.

2 Related Work

2.1 Distributed Data Mining (DDM)

A primary motivation for DDM discussed in literature, is that a lot of data is inherently distributed. Merging of remote data at a central site to perform data mining will result in unnecessary communication overhead and algorithmic complexities. Simply put, DDM is data mining where the data and computation are spread over many independent sites. Typically, in a DDM environment, each site has its own data source and data mining algorithms operate on it producing local models. Each local model represents knowledge learned from the local data source, but could lack globally meaningful knowledge. Thus the sites need to communicate by message passing over a network, in order to keep track of the global information. DDM is thus not just about "distributing" the centralized data mining task on several compute nodes. The reader is referred to ([16]) for a survey in DDM.

In a data grid, the repositories may contain several different data distribution schemes. These include: (1) Centralized Data Source: This is one of the simplest scenarios since the data can be thought of as residing in a single relational database, a flat file, or as unstructured data (XML). (2) Distributed Data Source: When the data is assumed to be distributed among different sites, two different scenarios can arise. (a) Horizontally Partitioned Data: The horizontal partitioning ensures that each site contains exactly the same set of attributes. (b) Vertically Partitioned Data: The vertical partitioning requires that different attributes are observed at different sites. The following section discusses related work on data mining on the grid.

2.2 Data Mining on the Grid

Several research projects including the Knowledge Grid [4], Grid Miner [5], Discovery Net [6], TeraGrid [3], ADaM (Algorithm Development and Mining) [7] on NASA’s Information Power Grid, and the DataCutter project [8] have focused on the creation of middleware / systems for mining on top of the data grid. None of these projects consider “distributed” data mining algorithms. The following section introduces the research contributions of this dissertation.
3 Research Contributions

1. Develop distributed data mining (DDM) algorithms implemented as services on the Grid. The application area is astronomy. This includes development of: (1) Distributed Principal Component Analysis (PCA) algorithm. (2) Distributed Classification (using decision trees) (3) Distributed Top-K Outlier Detection.

2. Provide an analytical framework for showing the trade-off between communication cost versus accuracy for DDM algorithms.

4 DDM on Federated Astronomy Catalogs

This section illustrates preliminary work done for the dissertation. In particular, it first describes a data integration problem and is followed by development of basic distributed data mining algorithms including Principal Component Analysis, Outlier Detection and Classification. Finally it describes usage of these algorithms as services on a Data Grid.

4.1 The Data Matching Problem

The problem of schema integration and data matching has been studied extensively in literature. This thesis does not propose to develop a novel technique for solving these problems, but uses existing solutions to solve the more complex problems related to distributed data mining. We illustrate the problem with two archives: the Sloan Digital Sky Survey (SDSS) [1] and the 2-Micron All-Sky Survey (2MASS) [2]. Each of these has a catalog containing records for a large number of astronomical point sources, upward of 100 million for SDSS and 470 million for 2MASS. Each record contains sky coordinates (ra, dec) identifying the sources’ position in the celestial sphere as well as many other attributes (460+ for SDSS; 420+ for 2MASS). While each of these catalogs individually provides valuable data for scientific exploration, together their value increases significantly. In particular, we are interested in efficient analysis of the virtual catalog formed by joining these individual catalogs.

To form the virtual catalog, records in each catalog must first be matched based on their position in the celestial sphere. Consider record \( t \) from SDSS and \( s \) from 2MASS with sky coordinates \( t[ra, dec] \) and \( s[ra, dec] \). Each record represents a set of observations about an astronomical object e.g. a galaxy. The sky coordinates are used to determine if \( t \) and \( s \) match, i.e. are close enough that \( t \) and \( s \) represents the same astronomical object.

For each pair of surveys \( T \) and \( S \), a distinct pair of match indices must be kept, one at each survey. The \( i^{th} \) entry in \( T \)'s list points to a tuple \( t_i \) and the \( i^{th} \) entry in \( S \)'s list points to \( s_i \) such that \( t_i \) and \( s_i \) match. Tuples in \( T \) and \( S \) which do not have a match, do not have a corresponding entry in either index. Clearly, algorithms assuming a vertically partitioned virtual table can be implemented on top of these indices.
Creating these indices is not an easy job. However, the indices do not need to be created each time a data mining task is run. Instead, each pair of indices only need be created once. Then any DDM task can use them. The net result is the ability to mine virtual catalogs at low communication cost.

4.2 Distributed PCA

PCA is a well-established data analysis technique used in a large number of disciplines. The main motivation for doing a PCA is to reduce the dimensionality of a data set while preserving as much variation as possible in the original dataset. To the best of our knowledge, the problem of vertically distributed PCA computation was first addressed by Kargupta et al. [13] based on sampling and communication of dominant eigenvectors. Later, Kargupta and Puttagunta [14] developed a technique based on random projections. Our method is a slightly revised version of this work. We describe a distributed algorithm for approximating the covariance matrix in [18].

4.3 Distributed Classification

Decision tree ensembles are frequently used in data mining and machine learning applications. Boosting, Bagging, Stacking and Random Forests are some of the well-known ensemble-learning techniques. Many of these techniques often produce large ensembles that combine the outputs of a large number of trees for producing the overall output.

In the distributed heterogeneous astronomy catalogs, consider the problem of classification of galaxies and stars across multiple sky surveys. To exploit information from different catalogs, there needs to be a mapping between an object in one catalog to an object in another (cross-match) as described earlier, thus creating a virtual catalog. If the indices of these cross-matched records are stored at each individual site, then the computation of decision trees over all the sites can be done with very little communication. The idea is presented here: Each site computes a decision tree on its cross matched data. The model can be shipped to central site / co-ordinator site which combines the decision trees (for e.g. by a voting algorithm). Instead of sending data, communicating just the model saves considerable communication overhead. A further reduction in the communication can be achieved if the model can be compressed in some way. One interesting idea is to use the Fourier transform to represent the decision trees\textsuperscript{2}. Our work on Orthogonal Decision Trees [19] aims to address this issue.

4.4 Distributed Outlier Detection

Most commonly the first principal components are used in data analysis. However, the last components also carry valuable information. Some techniques for

\textsuperscript{2} Note that a decision tree can be treated as a function and it is possible to take its Fourier transform
outlier detection have been developed based on the last components [20]. These algorithms look to identify data points which deviate sharply from the “correlation structure” of the data. Since the covariance matrix and hence the principal components can be obtained in a distributed manner we use the covariance matrix obtained from the distributed computation to project the data at individual sites onto the last principal component, to identify outliers in the data. This is a simple extension of the work referred to earlier and is currently work in progress.

4.5 Analytical Framework for DDM on the Grid

Since DDM is not just “distributing” a centralized data mining algorithm, we are developing an analytical framework for illustrating the trade-off in accuracy versus communication complexity for performing DDM on the grid. The idea is to pose an optimization problem for resource management on the data grid. This is work in progress.

4.6 Service Oriented Computing for DDM on the Grid

Existing work for data mining on the grid has mostly been geared towards running known data mining algorithms over several compute nodes of a grid. While this distributes the algorithm, the intricacies involved are much more complex. For instance, issues related to data integration of vertically partitioned data, distributed resource management, distributed algorithms for data mining need to be studied in more detail. This dissertation has developed algorithms for several data mining tasks and the idea is to provide them as services on the grid. This will enable the development of completely decentralized data mining services for use in the scientific community. The services available as part of the DistributEd Mining of Astronomy Catalogs (DEMAC) system [18] are a first step in this direction.

5 Conclusion and Future Work

This dissertation is aimed at development of an infrastructure for distributed data mining on the grid. It developed algorithms for DDM including a distributed principal component analysis algorithm, distributed classification and distributed outlier detection which are to be implemented as services on the Data Grid. It further considers development of an analytical framework for optimization of resources distributed on the grid. The application area is astronomy. Possible directions for future work include development of algorithms for distributed association rule mining and other data mining tasks (in particular for astronomy) and implementing them as services and development of distributed workflow compositions for data mining tasks. It must be noted that while we have selected astronomy as an application area, the algorithms and system being developed can be used for other scientific domains such as bio-informatics, medicine etc.
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Abstract. This dissertation contributes to the services science discipline by examining appropriateness of Language-Action Perspective (LAP) as a theoretical framework for web services, the technology component of services science. This study is conducted through three essays. The first (completed) investigates whether LAP constructs can describe and explain the web services architecture. Findings from this essay indicate that there is lack of mechanisms to generate conversation policies that guide interactions between applications. Conversation polices are crucial for developing large-scaled enterprise integration solutions using web services. The second (work-in-progress) builds on this finding. This essay demonstrates appropriateness of LAP constructs to access design knowledge to develop web services solutions for enterprise integration. The third (work-in-progress) evaluates usefulness of LAP constructs to develop effective web services solutions (artifact developed in the second essay).
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1 Introduction

The current global economy is dominated by services sector. Services sector accounts for approximately two-thirds of global economic activity and 80 percentage of the United States economy [1]. The underlying phenomenon of the service economy and its implications are explored by the services science discipline [2]. In order to perform with greater efficiency in the services economy, organizations need to transform their businesses at the fundamental level, requiring changes both with the business models and the underlying technologies [3].

Service-Oriented Computing (SOC) paradigm provides critical information technology (IT) infrastructure needed for organizations to cope up with shift in the business environment [4]. The fundamental element to develop software applications in the SOC paradigm is “service” [5]. Services are autonomous, platform-independent computational entity which can be combined in particular ways to achieve business
goals [4]. Web services, is the current most promising technology based on SOC concepts.

**Web services**

Web services, following SOC and its architectures, provides interoperability among applications from different platforms and loosely couple disparate systems through standardized mechanisms to achieve business goals [4]. Web services supports interoperability among applications through a set of standards, each dealing with different aspects. However, rapid evolution and continued development of these standards has lead to several complexities. Complexity such as competing standards1 confuses web services developers with regards to selection of appropriate standards for implementation. Complexity such as overlapping standards2 is affecting the strategic nature of the web services standardization process. While for managers complexities are with decision making process since the existing set of rules and principles are inadequate and inappropriate [10]. Moreover, due to barriers created by above mentioned complexities, organizations have been slow in adopting web services [11].

Traditional development models and tools are inadequate to overcome above mentioned barriers since existing rules and principles are inappropriate for current business environment [3]. In order to overcome this drawback, theoretical frameworks for web services need to be developed. Development of appropriate theoretical framework is one of the key challenges for web services and its broader discipline - services science [12]. An anticipated benefit of theoretical frameworks would be that they will allow development of theoretically informed solutions to web services problems. Thus addressing this key challenge and possible practical contributions of a theoretical framework are the motivations for this research.

Any theoretical framework selected for web services should match with its core SOC principles, i.e., supporting communication among disparate applications to achieve business goals. Web services utilize communication to accomplish actions such as publishing, finding and binding with other applications. Therefore, any theoretical framework for web services should have communication at its core, provide understanding of interrelationships between web services functionalities, and provide mechanisms to construct web services artifacts to achieve business goals.

**Language-Action Perspective (LAP)**

A candidate theoretical perspective is Language-Action Perspective (LAP) [13], because LAP focuses on communication to facilitate co-ordination and interaction among information systems to achieve business goals. Premise of LAP is that much work in today’s organizations is performed through language to achieve their goals [13]. LAP recognizes that language is not only used for exchanging information, (as in reports or statements) but also to perform actions (as in promises, orders, requests, declarations, etc). LAP emphasizes that such communicative actions should be the foundations for creating effective information systems.

LAP suggests that design of information systems should be based on analysis of communication among systems and people [13]. This attracted much interest in the

1 WS-Notification [6] and WS-Eventing [7], with regards to notifying occurrence of an event
2 WS-BPEL [8] and WS-CDL [9], with regards to coordination among services
90s and lead to wave of LAP based frameworks, models and systems building on theoretical foundations such as speech acts [14] and communicative action [15]. The LAP perspective has lead to the development of a number of methodologies and computer based tools\(^3\) to support work practices in organizations [13].

When LAP was originally formulated, its purpose was to support human work in organizations. The foundations of LAP can, therefore, be traced to human communicative theories. Adoption of the LAP perspective in the web services domain would, therefore, require modifications that support machine to machine and humans to machine communications.

2 Research Questions

My central hypothesis is that the Language-Action Perspective (LAP) would be an appropriate theoretical framework for web services.

I test this hypothesis through three questions: first question attempts to investigate the relevance of LAP constructs to the web services domain, second question attempts to demonstrate the applicability of LAP constructs to solve problems in the web services domain and third question attempts to evaluate the utility of LAP constructs for solving web services problems. Following are the research questions addressed in this research:

RQ 1. Can LAP constructs describe and explain the web services phenomenon?  
RQ 2. How can LAP constructs help in designing web services solutions?  
RQ 3. Are LAP constructs effective for designing web services solutions?

Thus, the endeavor of this research is to investigate, demonstrate and evaluate the usefulness of LAP as a theoretical framework for web services. RQ 2 and 3 are explored and applied in enterprise integration domain. This dissertation research is conducted in a three essay approach (see Fig. 1) which is described below.

\(^3\) See Communications of ACM (CACM), May 2006, Special Issue on LAP.
3 Research Approach

First essay – Investigating appropriateness of LAP for describing and explaining web services

The first essay (completed, published in Information Systems Frontiers, 2006) is conducted at the architecture level to investigate appropriateness of LAP to describe and explain web services architecture (addresses RQ1). The essence of this essay is to build a reference framework (shown in Fig. 2) based on LAP constructs which identifies specific functions that need to be addressed in the interoperable web services architecture. The purpose of the reference framework is to provide guidance to all stakeholders of web services to make sense of its framework. This essay uses conceptual development and logical argument as the research method [16]. One of the findings from the first essay indicates that there is lack of standards and mechanisms to develop conversation policies [17], which guides interactions among web services.

Second essay – Demonstrating appropriateness of LAP for designing web service solutions

The second essay (work-in-progress) builds on the finding from the first essay. This essay is conducted at the conceptual level to demonstrate appropriateness of utilizing LAP constructs to develop web services solutions. The domain I use for this investigation is “enterprise integration” (addresses RQ2). This essay uses design science research [18] as the research methodology to design and develop a design tool to assist integration designer with selection of appropriate integration tactics as integration solutions and translating those tactics into conversation policies. This essay utilizes LAP constructs to develop a methodology (shown in below Fig. 3(A)) and corresponding knowledge base (based on enterprise integration patterns [19]) that would contain heuristic information on usage of integration design knowledge. The
methodology will semi-automate the process of using enterprise integration patterns (EIPs) and generate conversation policies (CPs) for web services participating in a business process (see Fig. 3).

Fig. 3. A methodology (part A in the figure) and design tool (part B in the figure) to compose web service solutions for enterprise integration.

**Third essay – Evaluating effectiveness of LAP for designing web service solutions**

The third essay (work-in-progress) is conducted at the empirical level to evaluate appropriateness of LAP constructs used for developing design tool in the second essay (addresses RQ3) through a controlled experiment [20]. This evaluation would aid in justifying the theoretical constructs used as well as identifying the weaknesses in the constructs [18]. This essay will use quasi-experiment [20] with a panel of experts in enterprise integration to evaluate an artifact that implements the methodology developed in the second essay. This experiment would be conducted with two set of groups. One group will attempt to develop web services based solution for an integration problem using the design support developed based on LAP constructs; a control group will attempt to solve the same problem without LAP-based design support.

**4 Anticipated Contributions and Conclusions**

This dissertation argues that LAP is an appropriate theoretical framework for web services and tests appropriateness via three-essay approach. Expected contributions from this dissertation are an LAP-inspired reference framework for web services (from essay 1), a methodology and design tool for designing enterprise integration solutions (from essay 2), an evaluation of the effectiveness of LAP constructs for designing web service solutions (from essay 3). Apart from these specific contributions, the significance of this research is its applicability to the emerging services science discipline. One of key challenge in this discipline is development of appropriate theoretical framework that can answer central questions of the discipline
Web service is a critical sub-set of services science. Results from this research have the potential for extension and application in the services science discipline.
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Abstract. Web services technology is becoming popular for business-to-business integration. While a number of approaches have been proposed for Quality of Service (QoS) management of Web service compositions, those approaches are limited to an individual composition and management functionalities executed by a single organization. The PhD thesis presented in this paper aims at addressing these limitations. It specifies a QoS adaptive management framework for multi-related Web service compositions by employing asynchronous distributed search techniques from Artificial Intelligent field. The management framework is also designed to take into account the dynamic and untrusted nature of the Web service environment.

1 Introduction

Web service technology has emerged as a popular interoperable tool for distributed applications. It exposes the resources and applications in an existing infrastructure via a standard interface and hence makes the infrastructure more accessible, reusable, and composable. Different Web services can be combined to form a new value-added Web service which is referred as a composition or a composite Web service. Composite Web service management is the process of ensuring the satisfaction of functional and non-functional (i.e. QoS) requirements of a composite Web service during its execution. Management of a composite Web service is difficult because its managerial system must work across organizational boundaries.

The main objective for the PhD outlined in this paper is to develop new approaches for coordinated provision and adaptive controls of e2e (end-to-end) QoS of composite Web services during execution. The main focuses are on new management algorithms for multi inter-related composite Web services and a distributed management mechanism in which different organizations can take part. An execution monitoring system to detect any QoS violation is not in the scope of this work.

The contributions of this PhD thesis are as follows. The first contribution is to provide a new approach to solve the distributed QoS management problem for multi inter-related compositions. This problem has not been well investigated in the current Web service research. We use fresh ideas from Distributed Constraint
Satisfaction (DisCSP) research and practically applies them into the Web service environment. The second contribution of the thesis is a pair of new DisCSP algorithms to solve the QoS management problem. The algorithms use fuzzy set to model different service provider preferences and can work in dynamic environments where compositions and constraints on QoS variables can be added or removed. The last contribution of the thesis is a novel verification mechanism which can check the conformance of service providers to the algorithm hence allows the algorithms to be practically used in an untrusted environment like the Web services.

In the next section we present important related work and motivation for the QoS management problem. We describe the contributions of the thesis in Section III. Conclusions and future work are discussed in Section IV.

2 Related work and motivation

There have been a number of works focused on QoS management for Web services. In [4, 8] the author propose a QoS management framework which performs the refinement of existing Web service services through continuous monitoring of service execution. A QoS adaptation mechanism, based on Service Level Agreement, is presented in [1]. QoS (re-)composition can be considered as an important step in QoS management and can be found in [3] and [6]. In [6] a method for selecting optimal sub-providers from a list of service providers is proposed. In [3], the authors model the QoS requirements as an optimization problem and employ a special centralized CSP technique to solve it.

We argue that there are two major problems with those approaches. Firstly, they are limited to the management functionalities carried out by an individual organization and secondly they tend to rectify QoS violations of a single composition.

To elaborate more on these, let us revisit the concept of Web service compositions. A Web service composition can be considered as a choreography or an orchestration of Web services from different viewpoints. A choreography describes a composition from a global viewpoint of all participants (i.e. Web service providers who participate in the composition) whereas an orchestration has the local viewpoint of a single provider. The increasing popularity of Web service choreography as a mechanism for multi-party contracts opens up the possibilities for multi-provider compositions in which every participant has some vested interest in a composite service and may actively take part in managing the composite service. While collaboration between service providers for QoS management is necessary, it is not a requirement that every provider has to expose its management capability and related resources to each other. In other words, some privacy needs to be respected. Existing Web service management frameworks lack of a coordination model which allows collaboration between service providers to manage the QoS together. Instead, the QoS composition and management of the composite Web services in existing approaches rely on a single trusted QoS broker or QoS management centre. Another shortcoming of those approaches is
the lack of focus on *multi-related compositions*. We note that since each provider may be involved in more than one composition with different resource requirements, there is a relationship of QoS levels between these compositions. Existing works consider each composition separately. They neither consider nor exploit this relationship.

In our approach, we employ DisCSP algorithms as the technique for collaboration between service providers to manage the QoS of related compositions while preserving the privacy of the providers' own constraints. DisCSP algorithms are search techniques to find a solution for a problem which has its variables and constraints on the variables' values distributed among a number of communicating agents. The overall idea of our management framework is that if a component service violates the requirements of its QoS levels, all providers collaborate using DisCSP algorithms to fix the violation before any replacement takes place.

For a motivation example to illustrate how a violation might be handled with *multi related compositions and collaboration between service providers*, we refer to Fig. 1. This figure shows a scenario of five component Web services for travel information: *Mel-Transport, Mel-Attraction, Syd-Transport, Syd-Attraction*, and *Aus-Weather* which make up three composite online booking services with their e2e QoS shown in the right hand side of Fig. 1. For the sake of clarity, we assume that response time and cost are our only considered QoS parameters. Also every composition is a sequential combination (SEQ) of its component services and hence its e2e response time can be computed as a sum of the component services' response time. To handle the violation, providers collaborate using our DisCSP protocol to find new values of response time and costs of the component services.

![Fig. 1. An example of QoS management for multiple compositions. Initially each component service initially has the response time of 2(ms) and the cost of 2(§), denoted as (2,2) in the Figure. Suppose that a violation happens to the Mel-Tourist service and this violation is caused by a change in the response time of the Mel-Attraction, which is now 3(ms). Due to this degradation, i.e from 2(ms) to 3(ms) delay, Mel-Attraction drops its cost (e.g. pays the penalty and hence the cost is reduced) to 1(§). This violation is illustrated as a move from (2,2) into (3,1) by the Mel-Attraction. It can be handled as shown by the shift from the continuous lines to the dotted lines.](image-url)
These new values supported by the service providers and satisfy QoS requirements for all the composite services. The DisCSP algorithms play an important role but are omitted here. The thesis focuses on designing such an algorithm which can work in more complex situations with uncertainties involved.

3 A QoS management framework using DisCSP

Align with the objective of the thesis described previously; the following works have been carried out:

3.1 Modelling QoS management for multi-Web service compositions as an instance of DisCSP

In our management framework, each provider has its own constraints on the supported values of its QoS parameters. Some of these constraints can be revealed, for example through different advertised classes of service and others must be completely private such as resource limitations, business rules, organizational policies and service composition structures. The goal of our management mechanism is to quickly find new assignments of QoS values to all providers so that every provider’s constraints are satisfied if a violation is detected. This management can be considered as a distributed search process using DisCSP algorithms. However, before any such an algorithm can be applied, we must be able to construct/formalize constraints for QoS parameters from the e2e QoS requirements and the available resource. To address this problem, we propose an algorithm to express composite services’ e2e QoS as formulas (i.e. constraint formulas) of component services [7]. In reference to other efforts on QoS aggregation [5, 6], our constraint formulas can be considered as a mean to compute the QoS aggregations. However, our work is more general as we construct the formulas to aggregate QoS instead of compute a value. The main idea of our algorithm is to use simple composition patterns for QoS attributes [5] in combination with dynamic programming to iteratively construct the formulas for an composition with any nested levels. Our algorithm can be found at [7].

3.2 QoS management with providers’ preference

Existing DisCSP algorithms are often limited to satisfactability based whereas a Web service provider may have different preference levels over different QoS values. In other words, a provider may have a different level of satisfaction on a solution. To encourage collaboration between different providers, it is desirable to maximize the global satisfaction level for all providers. We provide the Fuzzy constraint satisfaction Algorithm for Distributed Environment (FADE) algorithm is to solve this management problem in which providers can make preferences over QoS values. The main idea behinds FADE is that a Fuzzy CSP can be modeled as a collection of crisp CSPs at different levels of constraint satisfaction (i.e. $\alpha$-cut) and hence FADE can solve them iteratively at these $\alpha$-cut levels. This work can be found at [7].
### 3.3 QoS management in the dynamic Web service environment

The Web service environment is dynamic. In particular, compositions can be formed and disbanded any time. Service providers may have their own QoS constraints changed during their service lifetime. QoS requirements for a composition may also change (e.g. changes in user’s requests).

To take into account the dynamic nature of the Web services environment. In the DisCSP framework, the appearance of a new composition indicates that new constraints and possibly new variables and agents (i.e. Web service providers) are added into the constraint network. Dissolving of a composition means that some existing constraints are removed and possibly some existing variables or agents are also removed. We are working on a new extension of FADE for dynamic environment. The extension is based on an indexing technique called eliminating explanation which had been proposed in centralized DynCSP [10]. Note that (nogood based) CSP algorithms in general generate and test solutions, and record nogoods (i.e. invalid solutions). The main idea of the eliminating explanation technique is simple enough: to index every nogood against the minimal set of constraints that create the nogood, and remove the nogood if a constraint in the constraint set is removed. Our extension uses this idea but for problems in distributed environments. The preliminary of this ongoing work and its supported experiments can be found at [9]¹.

### 3.4 Verification mechanism

Our last contribution is the introduction of a novel verification mechanism, based on cryptography, for FADE. This explicit verification mechanism eliminates the impractical assumption of fully collaborative agents in DisCSP model and hence enable our DisCSP based QoS mediation to be practically used in the real Web service environment where full collaboration between providers may not be always guaranteed.

The overall idea of our verification mechanism is to employ a distributed monitoring system installed at engaged service providers. The monitoring system is to capture every incoming message of a provider A and simulate A’s execution (by following FADE specification) for this input message. The simulation output of messages are used to compare against A’s output to detect any inconsistency. However, instead of operating directly on the variable domains of A, the simulator operates on the encrypted values of those domains. This helps A to protect its private information from the monitoring system. Also it is important to note that the simulator does not attempt to search for any solution during its execution, but to verify the correctness of such a solution reported by A. The verification of a CSP solution in general is simpler and requires less resource as compared to a solving process. This work can be found at [2]².

---

¹ This work will appear in the ICSOC06 conference proceedings
² This work will appear in the WI/IA T06 (Web Intelligence and Intelligent Agent Technologies) conference proceedings
4 Conclusions

We have discussed in this paper the limitations of current approaches in managing QoS for Web service compositions and outlined a new approach for QoS management of multi related compositions as a DisCSP problem. We also describe a new algorithm to model different service providers’ preferences and its extension for dynamic environment where unexpected events and changes can happen. The thesis is six months from completion. Our future work focuses on an extension of our existing verification mechanism for this dynamic extension and a formal architectural description of our framework.
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Abstract. The modeling and enactment of business processes is being recognized as key to modern information management. However, current approaches are inadequate for adoption in open, dynamic environments such as the Internet. These approaches take a logically centralized view of processes instead of treating the individual business entities (realized via services) as peers. Also, the efforts are directed towards the low-level implementation issues of the composite services, rather than towards the interactions between the businesses - a higher level of abstraction appropriate for open systems. Consequently, existing approaches fail to adequately accommodate the autonomy, heterogeneity, and dynamism of the business partners in a process. Our research focus is to facilitate the enactment of Internet-based workflows by addressing the limitations in the current approaches and standardization efforts towards the coordination and composition of Web services. We focus on the coordination protocols (business protocols), which model the interactions between various (simple or composite) Web services, and propose a multiagent approach for enacting the corresponding business processes. We show that such a mechanism meets the fundamental requirements of businesses for Internet-based business collaborations.

1 Introduction

There is a fundamental shift in the way enterprises conduct their businesses today. Traditional integrated enterprises with centralized control are giving way to loosely-coupled networks of applications owned and managed by diverse business partners that interact via standard protocols. A standards-based approach helps reduce both development and maintenance costs for integrated systems. Web services simplify the interoperability problem between systems by presenting an application integration mechanism based on standard Internet protocols and languages. In the long term, Web services could become the basis for a seamless and almost completely automated infrastructure for electronic commerce and wide-area, cross-enterprise application integration [1].

Our vision for B2B automation [2, 12] is that complex projects involving multiple services to be performed by multiple enterprises will be accomplished by the formation of dynamic alliances among the best businesses available at the time of project execution without any human intervention. Individual businesses will
focus only on their core competencies, thereby reducing their costs and time-to-market, while also increasing their flexibility and market access, and improving efficiency for their customers. These businesses will rely on other businesses for handling complex projects successfully. These projects or customer requests will typically be represented as business protocols using some standard business process specification language, which identifies the activities along with the order of their execution to satisfy the business process. So, whenever a customer submits a new request, the potential business partners that can handle individual activities in the corresponding business process will coordinate their actions and form coalitions on-the-fly to handle the request. There will be no long-term commitments on the part of the business owners that come together to handle a project; these coalitions will be temporary and exist only for the duration of the project. The rewards generated out of performing the request will be mutually distributed between the coalition members.

There are many algorithmically complex issues that need to be addressed before B2B automation is feasible. The businesses are selfishly interested in maximizing their individual profits, but they have to cooperate with each other as without each other’s help they would not be able to successfully perform any project, and thus generate no revenue for themselves. Under such circumstances, how do the businesses determine a project’s actual worth for them? Therefore, how do they decide which projects to participate in? Businesses vary in many significant ways like the quality of service they provide, the share of the total reward that they demand, etc. How do the businesses select their partners for a particular project, such that the required quality standards for the project are met without adversely affecting their profit margins? How should the businesses distribute the revenue accrued among themselves?

We propose a multiagent approach to address the research issues mentioned above. Our approach is based on a programming model where agents represent the various businesses. These agents, by nature, are autonomous and preserve the interests of their owners during the negotiations (business interactions) with other agents (business partners). These agents selfishly try to maximize the benefits of their owners by applying their local policies and preferences while respecting the pre-defined negotiation protocols (business protocols) during agent interactions. The negotiation process is fully distributed, asynchronous, and flexible to adapt to the continuously changing business environment commonly observed in electronic commerce.

The organization of the rest of the paper is as follows. The following section presents a sampling of the related research work conducted by other researchers in this area. Section 3 provides further details about our programming model and our negotiation mechanism, comprising of a negotiation protocol and a candidate agent strategy. We also present our views on potential opportunities of incorporating our research work on multiagent systems into service-oriented computing in this section. Finally, we conclude and discuss future research directions in section 4.
2 Related Work

Business process\(^1\) management has been an active research area for many years. Initiatives such as RosettaNet and ebXML have defined many standards that facilitate dynamic and flexible trading relationships between businesses over the Internet. RosettaNet starts with a business model that describe how business partners interact to accomplish various tasks, and re-engineers it to produce partner roles that dictate how individual partners have to interact in the form on Partner Interface Process (PIP) specifications. ebXML also allows trading partners to publish information about their business processes, including the roles they assume in the exchanges, using Collaboration Protocol Profiles (CPP). The complete business protocols in ebXML are derived by aggregating the individual partners’ Collaboration Protocol Agreements (CPA). With the advent of Web services, the vision of B2B integration and automation seems increasingly close to realization. The concept of composing Web services to handle complex applications, including business-to-business (B2B) collaborations, is gaining increasingly widespread acceptance [1, 3]. Web service composition approaches based on process flows (WS-BPEL, WS-Choreography, etc.), semantic service description (OWL-S), process algebra, petri-nets, model-checking, finite-state automata, etc. have been proposed in the recent past [11, 6].

Although current approaches provide the foundation for managing cross-enterprise business processes, there are several issues that still need to be addressed. One, the development of composite Web services still largely requires time-consuming hand-coding, which entails a considerable amount of low-level programming. Since a composite service’s components can be heterogeneous, distributed, and autonomous, service composition requires a high-level approach. Two, the number of services to be composed can be large and continuously changing. Consequently, approaches that require the selection and binding of component services at service definition time are inappropriate. Three, although the components that contribute to a composite service can be distributed, existing techniques usually employ a central control point. In a B2B environment, no business would allow being dictated to by others in any way. Also, businesses would want to apply their local policies and preferences while interacting. Therefore, there is a pressing need for novel mechanisms with completely decentralized execution of services, where the confidentiality, autonomy, and heterogeneity of the businesses are preserved. Four, the current standards and tools are about how a process or composed service is implemented; what we need is a declarative approach with protocols that specify what action should be performed, rather than how it should be performed. The focus should be more on the interactions between the business parties, rather than the composition per se. Five, workflow management systems today typically assume that the participants in the workflow are cooperative. However, this does not hold true for e-businesses. We need systems that are robust to manipulation by the participants. Our approach towards B2B integration addresses all these issues.

\(^1\) We use the terms business process and workflow interchangeably in the document.
3 Multiagent Solution for Dynamic Coalition Formation

Coalition formation has been studied by social scientists, economists, game-theorists, and multiagent researchers for decades [4]. While game-theorists and social scientists have provided us with various solution concepts for establishing stable coalitions (coalitions where no participant has any incentive for defecting), multiagent researchers focus on devising computationally tractable solutions for forming stable coalitions. Our research contribution to date has been the design of a negotiation mechanism for multiagent systems that allows selfish agents to pursue their agenda and maximize their profits, and yet the resultant coalition is stable and performs admirably to the empirically tested optimal solution. The negotiation mechanism comprises of a negotiation protocol, which is akin to a business protocol in service-oriented applications, and an agent strategy, which dictates how individual businesses interact in the negotiation process. We now provide some further insights into our research work.

3.1 Coalition Formation Problem in Multiagent Systems

The coalition formation process in multiagent systems involves the following steps:

1. Agents determine their values for all coalitions that they can participate in, i.e. all businesses determine their rewards from participating in the various projects with all combinations of potential partners.
2. Agents rank and select their preferred coalitions and generate the coalition structure for the system, i.e. all businesses determine their preferences for the projects and business partners, and this information is aggregated in a distributed fashion via message exchanges to determine their assignments.
3. Coalition members internally resolve the task distribution issues in the coalitions, i.e. once the business partners for a particular project are decided, the individual businesses negotiate over the roles that they will play in the business process.
4. Coalition members internally distribute the generated revenue such that the coalition is stable.

Ideally, we would want to arrive at a coalition configuration that is optimal (social welfare maximizing solution), stable (Nash equilibrium [7] or any other game-theoretic solution stability concept [4]) and fair (each agent is satisfied with its share of the reward). However, the computational complexity required for such solutions is exponential [8]. All the steps described above are interdependent, and require a combinatorial search. The fact that systems of our interest are open and dynamic add to the uncertainty and further exacerbate the problem. Therefore, considering the computational limitations, the best that we can do is use heuristics for addressing the above research issues and devise solutions that compromise on some of the ideal properties. We focus on solutions that guarantee stability because it is important for the business partners engaging
in electronic commerce to know that they cannot better their current profits in the current business environment. We present a solution \(^2\) that has its roots in human psychology and behavioral sciences [10]. Our empirical results show that the heuristics also lead to solutions that are very close to the optimal solution.

### 3.2 Solution Approach

As mentioned earlier, we adopt a negotiation based approach for the dynamic coalition formation problem. Our mechanism comprises of a simple, unbiased negotiation protocol to form coalitions, and a candidate strategy for the agents that allows them to bargain over their payoff based on their negotiating power within coalitions. The negotiation protocol allows the agents to concurrently negotiate in all the different coalitions that it can potentially participate in. The choice of the coalitions to participate in is left with the agents. Our candidate strategy presents a heuristic that performs creditably in our experiments. The negotiation protocol facilitates the agents to come to a consensus, agreeing to participate in one of the coalitions which yields them the maximum profit after splitting the associated reward satisfactorily. Unlike some of the other work in this area, we do not assume a pre-decided coalition configuration [13] and/or payoff distribution [9, 5], or truthful, cooperative agents [9] in our research; our mechanism facilitates the agents to determine the best coalition and payoff for themselves via negotiations with other agents over a period of time. A heuristic for distributing the revenue among selfish agents is described in our candidate strategy for the agents. It is based on the issuance of threats and counter-threats such that agents eventually reach an equilibrium state where they cannot do any better than what they currently get. Our test results show that the strategy is stable and it also allows the agents to maximize their benefits in proportion to their negotiating power. Hence, it is reasonable to assume that the agents will use the suggested strategy in lieu of searching for others.

### 4 Conclusions and Future Work

In this paper, we present a novel mechanism to address the B2B integration problem in service-oriented applications by adopting a multiagent approach. We discuss the limitations of current approaches, which are mostly based on Web service composition, for application integration in open, dynamic environments, and discuss how we plan to address them in our work. We summarize some of the salient features of our solution. One, it provides the companies complete autonomy over its participation and provisioning of services for the projects. Two, it safeguards the confidentiality and vested interests of the companies as it is based on a peer-to-peer model and there is no central authority to monitor the negotiations. Three, it navigates the interactions towards a deal that all

\(^2\) We skip most of the details due to space constraints. We have submitted a paper describing these details at the Autonomous Agents and Multi Agent Systems (AA-MAS) 2007 conference.
participants prefer, if there exists one; otherwise it results in a conflict deal where nobody makes any profit - a situation that rational agents would want to avoid. Four, it allows businesses to be adaptive and take advantage of new opportunities that might arise in dynamic market environments like the Internet by allowing dynamic selection of business partners at runtime. Five, it adheres to the business protocols like PIP specifications in RosettaNet or CPPs in ebXML, thereby facilitating the migration from the existing, tried and tested solutions to the new multiagent solution with Web services. We expect to see widespread adoption of this methodology in the near future.

Our current contributions are only to the field of multiagent systems, where we have devised our negotiation mechanism for open, dynamic, fully distributed environments. Our next goal is to build a prototype system for B2B integration based on these principles. Our current solution only handles simple, sequential workflows. We would like to build on it to support more complex workflows with exception and fault handling capabilities. We hope that our research ideas would eventually lead to standards upon maturity.
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