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Abstract. In this paper we design encryption schemes for combating piracy in mass distribution of copyrighted materials. When a pirated copy of some copyrighted material or an illegal decryption device is found, the scheme could identify at least one of the real users (traitors) who participate in the construction of the pirated content/device. More importantly, once the attackers are identified, the keys that have been used in the piracy can be revoked.

We start by briefly showing our traitor tracing scheme that can be used to defend against anonymous attack where the forensic evidence is the pirated content or per-content decryption key. Content is divided into multiple segments and each segment comes with multiple variations. Each user can only play back one variation through the content.

We will then focus on integrating broadcast revocation capability into our tracing scheme. When traitors are identified, the enhanced scheme can revoke and exclude the decryption keys used by the traitors during piracy. The revocation information will be included in the newly released content, which will disallow the devices owned by traitors to playback the newly released content.

We believe this renewability is essential for a tracing scheme to be useful in a real system. Revocation is a natural next step after tracing to make it a complete system. Our trace and revoke scheme has been the first commercial use of a traitor tracing technology within the AACS 1 (Advanced Access Content System) content protection standards for next generation high-definition video optical disc.
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1 Introduction

This paper is concerned with the protection of copyrighted materials. There are many business scenarios that content needs to be distributed through broadcast channels. Examples of these business models include pay-TV systems (Cable

1 AACS is in business available for licensing now, see press release at http://www.aacsla.com/press
companies) or movie rental companies like Netflix, and massively distributing prerecorded and recordable media. A broadcast encryption scheme can be used to protect the content copyright and make sure the content can only be recovered by a privileged group of users. In this scheme, each user/decoder is assigned a set of keys that can be used to decrypt the broadcasted content in encrypted form. This set of keys are usually called device keys. In real use, oftentimes hybrid encryption is used, where an actual content encryption key (called media key) is chosen and the media key is encrypted by different device keys again and again and put in a structure called Media Key Block (MKB). Only those enabled devices can decrypt the MKB and obtain the correct media key to decrypt the content. The disabled devices cannot decrypt the MKB correctly. A group of attackers can come together and build a clone decoder with built-in decryption keys that can decrypt the content. They can sell the clone decoder for free or a profit. Or they can publish a program on the Internet that can decrypt the content. We call this DeCSS type of attack a "clone decoder attack".

In this paper we are concerned with a different type of attack, which is anonymous. For example, an attacker re-digitizes the analogue output from a compliant device and redistribute the content in the clear. In this case, the only forensic evidence is the unprotected copy of the content (content attack). Or, the attackers may compromise the tamper-resistance of one or more players to extract and redistribute the actual content decryption keys (media key). In both attack scenarios, the attack is anonymous. To defend against these types of anonymous attacks, one needs different versions of the content and decryption keys (media key) for different users. Of course, then they can then set up a server that sells decryption keys on demand (key attack).

For the rest of this paper, we will assume that the content protected is copyrighted digital movies. We do this for concreteness, and because we were inspired by the AACS application. This movie application is true of many different one-to-many content distribution channels, in that it is generally infeasible to prepare and send individualized (e.g., watermarked) movies to each user. On the other hand, it is also infeasible, usually for security reasons, to customize each copy at the receiving end\(^2\). A feasible technical approach is to choose certain points in the movie and create different variations for each of those points. Each variation is differently encrypted. The movie is thus augmented by all the variations. Each user receives the same bulk-encrypted movie. However, each user can only decrypt one of the variations at each point. In other words, each recipient would follow a different path through the variations during playback time. It effectively creates multiple versions of a movie. Over time, when recovering enough pirate movies, it may be possible to detect the devices in a copyright attack by examining the variations recovered in the unauthorized copies of the movies. The devices/users used in the pirate attack are called "traitors" or "colluders".

The technology for identifying traitors is termed “traitor tracing” in the literature. The term has been used for both "clone decoder attack" and "anonymous

\[^2\] Unauthorized copies generally imply a break the correct operation of the client. How can a broken client be expected to correctly generate the customizing marks?
attack”. It refers to a way of identifying the source of users who leaked their keys (for redistribution or building clone device) or constructed unauthorized copies of digital content. [4] [5] [16] are all on clone decoder attack. [9, 8, 10] are on anonymous attack. Of course in this paper we are mainly concerned with anonymous attack.

A traitor tracing scheme in general usually consists of two basic steps:
1. Assign variations or keys for the content to devices.
2. Based on the recovered version keys/content, trace back to the traitors.

A tracing scheme is static if it pre-determines the first step before the content is broadcast and does not change afterwards. A traitor can be identified when enough copies of keys/content are recovered. On contrast, if the first step can be updated based on observed pirate keys/content, the scheme is dynamic. Fiat and Tassa introduced a dynamic traitor tracing scheme [8] for anonymous attack. It involves realtime computation to decide the new assignment for the first step.

A tracing scheme is deterministic if it detects at least one exact traitor without any chance of incriminating an innocent user, otherwise it is probabilistic. The first traitor tracing scheme was proposed by Chor, Fiat, Naor and Pinkas in [4] for clone decoder attack. The traitor tracing schemes in [4],[5] are static and probabilistic. There is also a sequential traitor tracing[9] [10] which is static and deterministic. They are for anonymous attack. More formal analysis of its traceability is shown in [11], [12]. For the static assignment, it can be random or systematic. The traitor tracing schemes in [4],[5] randomly assign the decryption keys to users before the content is broadcast. The main goal of their scheme is to make the probability of exposing an innocent user negligible under as many real traitors in the coalition as possible. The traitor tracing schemes in [9] [10] used systematic assignment.

In current state of art, revocation seems to be naturally considered inside a broadcast encryption scheme [3]. A broadcast encryption scheme is used to transmit a message from a center to a privileged set of users and able to exclude certain users from recovering the message. One of the criteria used to evaluate a broadcast encryption scheme is its renewability, namely, the revocation capability, measured by the number of users that can be excluded from recovering the message and the cost associated with the revocation, including the message length and the number of encryptions needed. In a typical broadcast encryption scheme, one is given as input the set of devices that needed to be excluded from recovering the content. But of course how does the agency know who should be revoked? It is most likely the outcome of a tracing traitor scheme. Even though the traceability and renewability seem to be naturally connected, these two attributes are orthogonal and have been mostly studied separately. For example, most recently, [15] showed a public key broadcast encryption scheme but without traceability, and the same authors in [16] showed a traitor tracing scheme based on the similar idea. Integration of tracing and revocation yield trace-and-revoke system. The above authors also come up with a combined public key trace and revoke system in [20]. While [6] only consider combinatorial constructions, the schemes in [7] is more general. Both [7] and [20] were considered
in the context of public key tracing. The revocation and tracing scheme shown in [2] also attempts to seamlessly integrate these two attributes together, but in symmetric key setting. One thing they are all in common is that they are all concerned with clone decoder attack.

For clone decoder attack, most popular way is to use black-box tracing. In black-box tracing, carefully crafted testing messages are fed into the box to see if the box decrypts. There is a multi-time tracing in [17] but was later shown in [18, 19] to be insecure. The flaw in the design of that scheme is that it does not prevent the traitors from generating an untraceable combination of their keys, which can serve as a decryption key. Unfortunately supporting multi-time tracing is a must in real use.

1.1 Main results

The authors have been involved in providing a solution to defend against the anonymous attack for the (Advanced Access Content System) content protection standards for next generation of high-definition optical DVDs. A practical scheme cannot require much extra bandwidth/storage overhead (for example, 10% of normal usage). It has to support large number of users (for example, a billion). For a tracing scheme to be useful, we believe revocation must be able to happen after the piracy is identified and render the pirate decryption keys useless. It is also critical for the scheme to support continued multi-time tracing over the lifetime of the system. Basically for a scheme to be useful in practice, it demands a complete broadcast encryption, trace an revoke system for anonymous attack.

Note that there is big difference when coming to design a trace-and-revoke system for clone decoder attack and anonymous attack. For clone decoder attack, the message in the newly broadcasted content only needs to disable the compromised keys. For tracing purpose, separate testing messages are generated and fed into the clone box in order to trace keys contained in the clone box. However, for anonymous attack, it demands the same message containing the revocation information in the newly broadcasted content to not only revoke the compromised keys but also enable continued tracing of new traitors. Again, it demands a combined broadcast, trace and revoke system.

The main contribution of this paper is that we have designed the first broadcast, trace and revoke scheme with integrated broadcast, revocation and renewal capability for anonymous attack. We start by a traitor tracing scheme that can identify traitors in an anonymous attack. On top of this tracing scheme, we then go on adding revocation capability similar to the design of Media Key Block in a broadcast encryption system. The traitor tracing keys serve the role of the device keys in a broadcast encryption system, and the actualy content encrypting keys in our traitor tracing scheme serve the role of the media key in a broadcast encryption system. Of course, there are multiple versions of content encrypting key in our scheme while there is only one media key in a normal broadcast encryption system. Unfortunately, the above combined scheme cannot support multi-time continued tracing. It is possible that the license agency does
not gain any useful information to continue detecting the unexposed traitors. We identified the potential security problem and improved our scheme to support multi-time tracing. Moreover, our scheme uses symmetric keys not public keys to avoid computational overhead. Adding renewability and continued traceability was a crucial enabling factor for this first time large scale commercialization of a tracing traitor technology.

In rest of the paper we will start by describing the traitor tracing scheme in Section 3, and adding renewability into the scheme in Section 4. We will then talk about the security issues to support multi-time tracing and show our improved scheme in 5. We analyze the revocation capability and continued traceability in Section 6. We conclude in Section 7 with future work.

2 Pirate model

There are two well-known models for how a pirated copy (be it the content or the key) can be generated:

1. Given two variants $v_1$ and $v_2$ of a segment, the pirate can only use $v_1$ or $v_2$, not any other valid variant $v_i$.
2. Given two variants $v_1$ and $v_2$ of a movie segment ($v_1 \neq v_2$), the pirate can generate any valid variant $v_i$ out of $v_1$ and $v_2$.

The second model, of course, assumes the attackers have more power. As shown in [14], when using this model, the lower bound of the number of movies it takes to detect traitors in a coalition of $T$ is $T^2$. We believe the second model fits documents or software better than audio or video. Since in this paper we are concerned with audio and video, assuming the first model is acceptable in the AACS context. Indeed, this so-called marking assumption is often made by other traitor tracing schemes shown in the literature. Also, in a key attack, the first model says it is impossible to calculate a valid random cryptographic key from combining two other valid random keys—which is obviously true.

3 Tracing Scheme

In the AACS context, each movie is divided into multiple segments and each segment is augmented with multiple variations. As one can imagine, the variations takes extra space on the disc. A practical traitor tracing scheme on a prerecorded optical movie disc should take no more than 10% of the space on the disc to store the variations. This puts practical restriction on the number of variations one can put into a movie. The market for such discs is huge, involving literally a billion playing devices or more. This means a tracing scheme needs to be able to accommodate large number of devices. Of course the traceability of the scheme has to be reasonable.

Much of the literature on traceability codes has taken the approach of fixing the number of colluders and the number of recovered movies and trying to find
codes to support an optimal number of devices/users for a given number of variations of each movie. In the AACS context, a traitor tracing scheme must first meet the above two requirements. Existing schemes do not fit here. For example, the code shown in [10] either has too few codewords (accommodates a small number of devices) or the number of variations is too large (requires too much space on the disc). Bringing the long-standing theoretical work to practice was the major effort we undertook in the AACS system.

We have designed a way to meet the above two restrictions as shown in [13]. We summarize its basic idea here. For each movie, there is an “inner code” used to assign the different variations at the chosen points of the movie; it effectively creates different movie versions. For example, 16 variations are created at each of the 15 points in the movie, effectively generating 256 versions for each movie. For a sequence of movies, there is an “outer code” used to assign movie versions to different players. For example, each player is assigned one of the 256 versions for each movie in a sequence of 255 movies. By concatenating the two levels of codes, we managed to avoid having a big number of variations at any chosen point but can still accommodate the billions of devices we anticipate. The inner code and outer code assignments can be random or systematic. For example, both inner and outer code can use Reed-Solomon codes. This two level key assignment is the essence of the first step in our traitor tracing scheme for AACS.

As one can see, the device needs to know all the variation encryption keys for each movie in order to play back the movie. Using the above parameters, a device needs to know 255*15 keys. However, that does not mean a device needs to store that many keys. For the first step of the AACS tracing scheme, instead of directly assigning variation keys for each movie to the devices, a level of indirection allows us to assign movie version keys to the devices, from which the devices can obtain the actual variation decrypting keys for that movie. This level of indirection allows us to save space on the devices used to store the keys. In other words, only the “outer code” was used to assign keys to devices in the first step. For example, each device is assigned a set of 255 keys, corresponding to the 255 movies in the sequence. Each key comes with 256 versions in the world. These keys are called “sequence keys” in the AACS specification. Many players will receive any given sequence key, but no two players will receive exactly the same set of 256 keys. These sequence keys are placed in the players at manufacturing time. For most types of players, it is impossible to dynamically update those keys. So our scheme has to be static.

Based on the pirate model we mentioned in Section 2, the attackers can construct the pirate copy of the content/key based on the available versions to them. When the license agency recovers pirated movies/keys, it tries to match the recovered movies/keys with the versions assigned to the devices and incriminates the one that has the most matchings.
4 Revocation scheme

The AACS licensing agency will generate Sequence Keys organized in a large matrix. The matrix has 256 columns and not more than 65,536 rows. Each cell is a different Sequence Key. A single device has one key in each column. Thus, each device has 256 Sequence Keys. Attackers would prefer to use already-compromised Sequence Keys if they could, so that no new forensic information could be deduced by the licensing agency. Therefore, it is important that compromised keys are no longer usable by the attackers. The problem is that many thousands of devices might share a single compromised key. Therefore, revocation of a single key is impossible. On the other hand, revocation of a unique set of keys is very possible; in fact, that is precisely what the Sequence Key Block (SKB) achieves.

The fundamental principle is that no two devices have many keys in common, so even if the system has been heavily attacked and a significant fraction of the Sequence Keys is compromised, all innocent devices will have many columns in which they have uncompromised keys. The purpose of the Sequence Key Block is to give all innocent devices a column they can use to calculate the correct answer, while at the same time preventing compromised devices (who have compromised keys in all columns) from getting to the same correct answer.

In an SKB there are actually many correct answers, one for each variation in the content. For the purpose of explanation, however, it is helpful to imagine that a single SKB is producing a single answer. We will call that answer the output key.

As shown in Figure 2, the SKB begins with a first column, called the unconditional column. By column, we mean a column of Sequence Keys in the matrix.
Fig. 2. Sample SKB

will be used to encrypt. (To be precise, the key used to encrypt is derived from the Sequence Key, not the Sequence Key itself.) The first column will have an encryption of the output key (denoted $K$ in the figure) in every uncompromised Sequence Keys cell. Devices that do not have compromised keys in that column immediately decrypt the output key. Devices, both innocent and otherwise, that do have compromised keys instead decrypt a key called a link key that allows them to process a further column in the SKB. To process the further column they need both the link key and their Sequence Key in that column. Thus the subsequent columns are called conditional columns because they can only be processed by the device if it were given the necessary link key in a previous column.

The subsequent additional conditional columns are produced the same way as the first column: They will have an encryption of the output key in every uncompromised Sequence Keys cell. Devices with a compromised key will get a further link key to another column instead of the output key. However, after some number of columns depending on the actual number of compromised keys, the AACS licensing agency will know that only compromised devices would be getting the link key; all innocent devices would have found the output key in this column or in a previous column. At this point, rather than encrypting a link key, the agency encrypts a 0, and the SKB is complete. All innocent devices will have decrypted the output key, and all compromised devices have ended up decrypting 0.
How do the devices know they have a link key versus the output key? The short answer is they do not, at least not at first. Each conditional column has a header of known data (DEADBEEF16) encrypted in the link key for that column. The device decrypts the header with the key it currently has. If the header decrypts correctly, the device knows it has a link key and processes the column. If it does not decrypt correctly, the device knows it has either the output key or a link key for a different column. When the device reaches the end of the SKB without decrypting 0, it knows it must have an output key. Note that this device logic allows the licensing agency to send different populations of devices to different columns by having more than one link key output from a single column. For example, in the figure, column (1) links to both column (2) and column (5). This flexibility can help against certain types of attacks.

The preceding description is the basics of an AACS SKB and described in a simplified version. In an actual AACS SKB there is not a single output key, but multiple output keys called Variant Data $D_v$.

The SKB is generated by the AACS license agency and allows all compliant devices, each using their set of secret Sequence Keys to calculate the Variant Data, $D_v$, which in turn allows them to indirectly decrypt a table that contains the actual movie variation encrypting keys for the playback path of the movie assigned to that device. If a set of Sequence Keys is compromised in a way that threatens the integrity of the system, an updated SKB can be released that causes a device with one or more compromised sets of Sequence Keys to calculate invalid Variant Data. In this way, the compromised Sequence Keys are revoked by the new SKB. In fact, if a device correctly processes an SKB using Sequence Keys that are revoked by that SKB, the resulting final $D_v$ will have the special value 0000000000000000000016. This special value will never be an SKBs correct final $D_v$ value, and can therefore always be taken as an indication that the devices Sequence Keys are revoked. Device behavior in this situation is implementation defined. As an example, a device could exhibit a special diagnostic code, as information to a service technician. If at any point, a device calculates a $D_v$ value of zero, it should discontinue processing of the SKB and may conclude that it has been revoked.

5 Multi-time tracing

The above solution provides a key management scheme that not only can trace traitors but also can revoke compromised keys. With the added revocation into the tracing scheme, it now has broadcast capability in addition to traceability, in other words, it can allow only the non-revoked devices (a previledged subset of devices) to decrypt and playback the content. However, our goal is to fully integrate traceability and broadcast encryption. By that we mean the scheme needs to continue responding to pirate attacks after revocation and detecting new traitors as it goes. Unfortunately the above solution does not live up to that goal yet. When attackers donot collude, we are safe. Problem arises when they collude, in which case the above solution cannot maintain continued traceability.
As we know, each column in a SKB contains an encryption of the output key in every uncompromised sequence key’s cell. More precisely, in every uncompromised sequence key’s cell in each column, it contains an encryption of one of the variant data $D_{vi}$ ($0 \leq i < k$), $k$ is the number of different variant data in the system. Notice the same set of variant data are encrypted in each column, although they are distributed differently in different columns. For a particular variant data $D_{vi}$, it can be obtained from any column in the SKB. A uncompromised device will process SKB and obtains a correct variant data from the first column in SKB that it has a unrevoked key. However, when attackers collude and the system still has undetected attackers at large. The attacker can mix-and-match their revoked keys and unrevoked keys when processing SKB. In turn they have multiple ways to process SKB and get a valid variant data to play back the content. They can choose in which column they want to use a unrevoked key to get a valid variant data. It does not have to be in the first column. Moreover, different keys need to be used in different columns to obtain the same variant $D_{vi}$. When the license agency observes a pirate copy corresponding to a particular variant data $D_{vi}$, since it can be obtained from any column, the license agency has no way to know which key has been used in obtaining that variant data. The entire path that the undetected traitors goes through to process SKB can even look like from an innocent device or from a path that was never assigned to any device, thus untraceable.

To force the undetected traitors to reveal the keys they use when processing SKB, we must make sure each column gets different variations so that when recovering a key/variation, the scheme knows from which column it comes from. Only by observing that, the tracing scheme can continue tracing. Unfortunately that means the $q$ variations have to be distributed among the columns contained in the SKB. Each column only effectively gets $q/c$ variations where $c$ is the number of columns in the SKB. It is clear that traceability degrades when the effective $q$ decreases. When the number of columns $c$ becomes big enough, the traceability degrades to so low that it basically becomes untraceable. The scheme is overwhelmed and broken in that case. As a result, that puts a limit on the revocation capability of the scheme.

### 5.1 Improved solution

In order to improve the above scheme and lift the limit on revocation capability, we have designed a two phase defense. In order to use this defense, the scheme assigns the sequence keys as shown in 3 instead of 1.

Basically we used a new concept called “slot”. Now the rows in the key matrix are grouped into clusters. A slot is defined to be an assignment of row clusters, one cluster for each column. At any given column, two slots are either identical or completely disjoint. Slots can be assigned to individual manufacturers/models and the keys within the clusters are assigned to the devices made by the manufacturer/model. In effect, the outer code that is uses to assign sequence keys to devices is now itself a two-level code. The first level The first level codes assign clusters to the manufacturer/models X and Y and the second level codes assign
keys to players A,B within model X, and players C, D within model Y. Model X gets the slot (1,3,4,1), which means it is assigned cluster #1 for movie #1, cluster #3 for movie #2, and etc. Note that the second level code is the assign-ment inside the cluster. For example, player A gets \( (1,1,3,3) \) within the clusters assigned to model X, which makes its actual key assignment be \( (1,9,15,3) \) from the key matrix.

![Diagram of key assignment using “slots”]

In AACS context, we anticipate about 4000 manufacturers/models. We divide all the rows in each column to have 64 clusters. Using Reed-Solomon code, \( q = 64 \), it takes \( k = 2 \) to accommodate \( 64^2 \) slots. Suppose we have \( 4K \) keys in each column, there will be 64 keys in each cluster. Again using Reed-Solomon code, \( q = 64 \), it takes \( k = 3 \) to accommodate \( 64^3 \) devices within each slot. The assignment can totally accommodate \( 64^5 \) devices. Each slot can be assigned to one manufacturer/model. A big manufacturer would, of course, overflow a single slot. He would just have more than one slot.

In the two-phase defense, If we are under attack, the first SKB’s would determine the slot used in the attack (or slots, but that is unlikely). Since the slot is assigned from the first level by using Reed-Solomon code \( q = 64, k = 2 \), there are only 64 variations needed per column in this case. Recall the "inner code" generates totally 256 variations for each movie. One can use 4 columns in the SKB and there is no problem with dividing the 256 variations across 4 columns. Each column would get 64 variations, which is all we need per column. By Reed-Solomon code’s property, it takes only two \( (k = 2) \) movies to uniquely detect the slot. The above attack scenario does not work here.

Once the licensing agency detects the slot, it can produce new SKB’s that are only trying to detect the device within the slot. In the SKB, all other slots in the column(s) would go to a single variation that we would expect would never be recovered. We would use all the remaining variations within the single slot. Again, the above attack scenario is not much a problem, because we can get up
to 4 columns and still have unique keys for each variation. As long as we only need 4 columns in SKB, the above attack cannot work.

However, it still puts a limit on how many devices the scheme can revoke before it is overwhelmed. A single slot can be overwhelmed if it gets a lot of attacks. For example, if there are just 32 devices revoked from a single manufacturer, then 50% of the keys in the slot are compromised, and the SKB takes about 18 columns to winnow out that manufacturer’s innocent devices. The 18 columns means the above attack can cause a problem, even with the two-phase approach. Because of this, a larger number of keys per column is preferred, for example, 16K keys/column would be a better number. These keys are still grouped by 64 clusters for slot purposes. Each slot can have 256 keys instead of 64 keys. Then we would be back down to 6 columns. Of course, anything more than 4 columns introduces the above attack problem, but it is still manageable.

6 Revocation capability and traceability

More formally, the revocation capability is calculated by the following formula. Suppose the number of rows in the matrix is \( m \), \( p \) is the acceptable maximum probability for an innocent device to be revoked when revoking the actual guilty devices. \( r \) is the number of guilty devices to be revoked in SKB. \( c \) is the number of columns in SKB. The system still survives when the following holds.

\[
(1 - (1 - 1/m)^r)^c < p
\]  

(1)

This formula can be used to determine how many columns \( c \) needed in a SKB when the licensing agency wants to revoke \( r \) devices. Due to the above attack scenario, there is a limit on the number of columns. We can also easily see that, the limit on the number of columns \( c \) in SKB induces a limit on the number of revoking devices that the system can survive. For example, suppose sequence keys are assigned from a matrix of 4096×256, there are 4096 rows. We devide rows into 64 clusters for slot assignment. Suppose the acceptable rate for revoking innocent devices is \( 1/1,000,000 \). Suppose there can be at most 18 columns in SKB. In the case of random hacking where we assume the attackers are distributed randomly from any slot and there is no evil manufacturers, the system can allow up to ??? guilty hacking devices, revoke them and can still get useful tracing information for continued tracing. In the case of evil manufacturers or most hacking occurs in one slot, breaking one slot breaks the entire system. In the above example, there are 64 cluster in a 4096×256 matrix, there are 64 rows in each cluster for slot assignment. Substituting \( m = 64 \) gives us that the system can maximunly survive up to 32 revoked devices within a slot.

We have performed preliminary simulation on how many columns the scheme needs in its SKB in terms of the number of devices that needs to be revoked. It confirms the above formula 1.

We know the solution for the above attack has effectively decreased the \( q \), thus the traceability. The traceability is measured by the number of movies it takes to recover in order to detect traitors in a coalition of \( T \) traitors. We show
in the graph 4 the different traceability on different $q$. It includes both the two-phase solution and the basic single-phase scheme. There is different traceability in the life of the system depending on how many devices are currently being revoked in the SKB. The more devices revoked, the more columns it needs in SKB, the smaller the effective $q$ is, the worse traceability.

![Graph showing size vs. movies for different q's](image)

**Fig. 4. Traceability with different q**

7 Conclusions

In this paper, we study the problem of tracing the legitimate users (traitors) who instrument their devices and illegally resell the pirated copies by redistributing the content or the decryption keys on the Internet. In particular, we focus on distributing prerecorded movies in the context of Advanced Access Content System copy protection standard for the next generation of high-definition DVDs.

While researches have mostly separated consideration of traceability in a traitor tracing scheme and revocation capability in a broadcast encryption scheme, we believe these two capability should be integrated and considered in a single scheme for the scheme to be useful in practice. We have designed a complete broadcast encryption system that fully integrates traceability and revocation capability together. We have designed the first trace-revoke-trace scheme that is of practical value in AACS context. We have analyzed its traceability and revocation capability. The revocation and continued tracing capability is one of the enabling factor for its first large scale commercialization of tracing traitor technology.
In the future, we will continue to improve its revocation capability as well as traceability, not only theoretically, but also by taking into consideration of real implementations. We are also interested in overcoming different barriers during its deployment.
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