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Abstract—Recent research [1,2] has suggested traditional top down security policy models were too rigid to cope with changes in dynamic operational environments. There is a need for more flexibility in security policy to protect the information and yet still satisfy the operational needs. Previous work has shown that a security policy can be learnt from examples using machine learning techniques. Given a set of criteria of concern, one can apply these techniques to learn the policy that best fits the criteria. These criteria can be expressed in terms of high level objectives, or characterized by the set of previously seen decision examples. We argue here that even if an optimal policy could be learnt automatically, it will eventually become sub-optimal over time as the operational environment changes. In other words, the policy needs to be continually updated to maintain its optimality. In this paper, we review the requirements for dynamic learning and propose a dynamic policy learning framework.
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I. INTRODUCTION

A traditional top-down, rigid security policy model defines a static trade-off between the estimated risk and benefit that can be obtained from allowing accessing the information in the system. It is often difficult to develop a policy that encodes the appropriate risk vs. benefit trade-off. First, there are too many factors to be considered, and some of these factors can conflict with one another. Second, due to the nature of the information — exposure of information is irreversible, the policy developed is often pessimistic, i.e. information access is denied by default to minimise the risk although it is not necessarily the best decision. Worse, exceptions to policies and additional privileges are often granted to users to meet operational needs and these privileges are rarely revoked. Conversely, sometimes information is also classified at a lower sensitivity level to facilitate information sharing. In summary, the crafted policy is sub-optimal and is tweaked during operational time in an unmanaged way to fit the operational needs.

Recent work has shown that machine learning techniques (see Section II) can be used to learn policy. Given a set of criteria of concern, one can apply these techniques to learn the policy that best fits the criteria. These criteria can be expressed in terms of high level objectives, or characterised by the set of previously seen decision examples. We argue here that even if an optimal policy could be learnt automatically, it will eventually become sub-optimal over time as the operational environment changes. In other words, the policy needs to be continually updated to maintain its optimality, especially in a highly dynamic operational environment. There is a need for such dynamic learning to fully meet the operational criteria. In this paper, we review the requirements in dynamic learning and propose a dynamic policy learning framework.

We choose to use Genetic Programming [3], a kind of evolutionary algorithm that was previously shown to be able to learn the policy given a set of decision examples [4]–[6]. The main reason to use Genetic Programming is its rather weak assumptions and its ability to search for solutions of unknown (or controlled) size and shape in vast, discontinuous solution spaces. Other data mining algorithms are potentially applicable.

The main contributions in this paper includes:

1) The design of a dynamic security policy model. Currently there are no decision examples that are available for us to work with, we need to design this model and generate examples to be used for training purposes.
2) The discovery of the problems and difficulties encountered in dynamic learning using Genetic Programming.
3) The design of two dynamic learning frameworks using Multi Objective Genetic Programming (MOGP). Both of them are sufficient generic to be used with other data mining algorithms.

The rest of the paper is organised follows: Section II discuss the related work on security policy learning. Section III presents a time-varying risk budget based policy. Section IV presents the learning technique in use. Section V presents the general experimental setup. Sections VI and VII presents the experiments carried out on static and dynamic learning respectively. Section VIII presents the analysis on various way in selecting the best solution from a set of candidate solutions generated by MOGP. Finally Section IX concludes and discusses future research.

II. RELATED WORK

In this section we will first review prior work on applying machine learning techniques to learn security policies, and then we will briefly review some data stream classification algorithms that provided the inspiration for the development of our policy learning framework. See [7,8] for details on classification algorithms in data stream mining.
A. Application of Machine Learning Techniques in Policy Learning

Machine learning techniques have achieved significant success in intrusion detection systems (IDS) to discover useful patterns and rules in terms of system normal behaviour or attack features. These extracted rules are then used to recognise anomalies and intrusions. Most work focuses on using various data mining techniques to learn a classifier or clusterer that describes the normal (or abnormal) conditions of the systems. For details, refer to [9].

In [10] autonomic security policies were mentioned yet no known results have been published. In [11]–[13], various data mining techniques have been used to aid the process of role engineering: deriving roles and their associated permission from existing data. In [14] machine learning techniques are used to generalise low-level rules to high level rules. Genetic Programming [4]–[6] and later Grammatical Evolution [15] are used to learn a new risk based security policy — Fuzzy MLS [16] from a set of decision examples. Both results show the distribution of the data changes over. This change is typically referred to as concept drift. The algorithms have to be able to cope with this.

Sometimes, it is necessary to have specific policies on a per-application basis. In [17], Inoue et al. inferred a sand-boxing policy for specific application written in Java by monitoring program execution. In [18], Scott et al. introduced SPECTRE, a tool to secure a specific web application. When using SPECTRE in an inference mode, it is able to learn automatically the policy for a security gateway in Security Policy Description Language (SPDL) by monitoring the interaction between web application and its client.

B. Data Stream Classification and Dynamic Learning

Data stream classification poses two challenges to the traditional data classification algorithms: infinite data flow and concept drifts. Infinite data flow prohibits a classification algorithm to have multiple scans of the data set. Furthermore, the distribution of the data changes over. This change is typically referred to as concept drift. The algorithms have to be able to cope with this.

To do this, traditional algorithms have been revised to include fading effects for the older examples. A previously learnt classifier is required to undergo revision and to relearn the new concept constantly. Using the decision tree classifier as an example, the decision tree/sub-tree is pruned, re-grown or discarded as necessary [19]. The resulting algorithms are often complicated. Worse, as these algorithms discard old examples at a fixed rate, the learnt classifier is only supported by the latest data. This usually results in large prediction variances.

The ensemble of classifiers is another approach that has become very popular in data stream classification. This approach offers several advantages over single model classifier. First, it offers an efficient way to improve accuracy. Second, its parallel nature is easy to scale. Often, the ensembles approach splits the learning process into 2 parts: data summarisation and model selection. Data in the stream is divided into chunks; a classifier ensemble (which itself can also be a set of classifier ensembles) is built from each data chunk. These classifier ensembles are combined using different weights to form the ultimate classifier. The criteria used for selecting the weights include the time (sliding window), estimated accuracy using the latest data chunk, variation in class distribution, etc.

Dynamic Policy Learning is very similar to data stream classification. Each possible decision in the policy can be viewed as a class; the learning objective is to search for the classifier that best agrees with the examples in the data stream in a timely manner. In both cases, the amount of data will inevitably increases over, the algorithm has to be able to learn incrementally and cope with change. Yet there is still a small distinction in terms of the learning rate requirement. In dynamic policy learning, the learning time requirement is much relaxed. A few minutes to hours for learning is acceptable. This implies we do not have the one pass learning constraint in data stream mining and old data can be revisited if necessary.

One possible approach to this problem is to apply static learning algorithm on the latest data. In other words, the old data is discarded indiscriminately after a fixed time period. Whilst this approach is conceptually simple, it is unwise to dump but not using these learnt and accumulated knowledge in a meaningful way. The model learnt in such a way will inevitably lack behind in time. The model is no longer predictive, but changing the changes at all time.

In [20], Fan presents a simple example to illustrate that old data which is consistent with the new concept can help learning. Instead of throwing away old data, he proposed a framework that dynamically selects one of the following four classifiers as the final classifier:

1) The optimal classifier trained so far without the use of latest chunk of data.
2) The classifier trained by updating the optimal classifier in 1 with the latest chunk of data.
3) The classifier trained from scratch with the latest chunk of data.
4) The classifier trained from scratch with the latest chunk of data and some old data samples that are (assumed to be) consistent with latest chunk of data.

The chosen classifier is the one with best accuracy using cross validation on the latest chunk of data. Then, this classifier is set to be the optimal classifier trained so far (Classifier 1) in the next classifier selection process.

The intuition is that no one knows if the latest data chunk on its own is sufficient to train a better classifier than the previous one learnt. Instead of statically defining how much old data to be used, Fan’s framework lets the data make the decision dynamically.

In this paper, we begin the dynamic learning framework design with this intuition and show how MOGP can serve as an elegant framework for dynamic learning. Then we propose a novel way to improve the performance of the framework by reducing the error rate and time taken to response to changes.

Since there is not a popular security policy model that supports time-varying policies, we design a time-varying risk budget based security policy model for our experiments. This
model is used to generate training examples for MOGP and serves as the benchmark against which the models learnt by MOGP are evaluated.

III. THE TIME-VARYING, RISK BUDGET BASED SECURITY POLICY MODEL

In a system using a risk budget based security policy, each user is given an amount of risk tokens that represents how much risk the system is willing to take with that user. To access a piece of information, an user offers the amount of risk tokens he is willing to spend from his budget to pay for the access. The system evaluates the risk incurred in granting the access and grant the access only if the user’s offer is greater than or equal to the risk. The risk evaluation is part of the policy and may change with time.

The model described in [21] is used for risk evaluation. Risk is defined as the expected value of damage:

\[
\text{risk} = (P : \text{probability of incurring damage}) \times (V : \text{value of damage})
\]

(1)

The probability of incurring damage, \(P\) is decomposed into four independent probabilities:

1. \(P_{CH}\): The probability that the communication channel between the user and the system is compromised.
2. \(P_{IS}\): The probability that the information system is compromised.
3. \(P_{HU}\): The probability that the human user is compromised, i.e.; being tempted, malicious, careless, etc.
4. \(P_{PH}\): The probability that the physical security of the user or the system is compromised.

It should be noted that \(P_{CH}, P_{IS}\) and \(P_{HU}\) exclude the probability of physical compromises that are covered by \(P_{PH}\). Whilst the independence assumption among these probabilities might not be true and results in \(P\) being slightly overestimated; this is fine from the security perspective, especially given the fact that all these probabilities are only estimates to begin with.

To estimate \(P_{CH}\), we only consider the security level of the communication channel, \(S_{CH}\) is either secure \((S_{CH} = 1)\) or not \((S_{CH} = 0)\). \(P_{CH} = 0\) only if \(S_{CH} = 1\) and \(P_{CH} = 1\) otherwise.

To estimate \(P_{IS}\), we submit to the five level information system security ratings, \(S_{IS}\) as outlined in Trusted Computer System Evaluation Criteria (TCSEC). We assume that \(S_{IS}\) is an integer in the range \([0, 4]\); the higher \(S_{IS}\), the more secure the system is. \(S_{IS}\) is mapped to \(P_{IS}\) using an inverse exponential function such that \(P_{IS} = 1/\exp(S_{IS})\).

To estimate \(P_{HU}\), we consider the sensitivity labels of the subject (user), \(sl\) and the object (information), \(ol\). The sensitivity label of a subject represents the level of trustworthiness of the subject whereas the sensitivity label of an object indicates the level of damage incurred if the object is lost or misused. To map these sensitivity labels to \(P_{HU}\), we reused the sigmoid function as outlined in [16] as follow:

\[
P_{HU} = \frac{1}{1 + \exp(-k(TI(sl, ol) - mid))}
\]

(2)

where \(TI(sl, ol)\) is called the temptation index which indicates how much the subject with sensitivity \(sl\) is tempted to leak information with sensitivity level \(ol\); it is defined as:

\[
TI(sl, ol) = \frac{a(ol - sl)}{M - ol}
\]

(3)

The intuition for \(P_{HU}\) and \(TI\) can be found in [16]. The value \(mid\) is the value of \(TI\) that makes \(P_{HU}\) equal 0.5; the value \(k\) controls the slope of \(P_{HU}\). The value \(M\) is the ultimate object sensitivity level and the temptation \(TI\) approaches infinity as \(ol\) approaches \(M\); the intuition is that access to an object with sensitive level equals to or more than \(M\) should be controlled by human beings and not machines. In our experiments, the \(sl\) and \(ol\) are integers in the range \([0, 9]\); the settings for \(k\), \(mid\) and \(M\) are \(k = 3\), \(mid = 4\), \(M = 11\).

To estimate \(P_{PH}\), we assume there are 10 levels of physical security ratings, \(S_{PH}\). \(S_{PH}\) takes an integer in the range \([0, 9]\); the higher the rating level, the more secure it is. The mapping function from \(S_{PH}\) to \(P_{PH}\) used is \(P_{PH} = (9 - S_{PH})/9\).

The probability of incurring damage, \(P\) is the joint probability of these four probabilities.

To estimate the value of damage, \(V\), the sensitivity level of an object, \(ol\) is considered to be the order of magnitude of damage, and \(V\) can be estimated using an exponential function such that \(V = a^ol\) [16]. In our experiments \(a\) is set to be 10.

In order to introduce dynamic changes to the policy, we further multiply the risk calculated with a safety margin factor, \(\alpha\) which varies over time depending on the operational environment. For example, the risk policy can be more restrictive and uses a larger \(\alpha\) value at night. We restrict \(\alpha\) here to be a real number in the range of \([1.0, 3.0]\). The evaluated risk for an access to a piece of information is therefore \(\alpha \times P \times V\).

We assume that each user is rational when making an access request in the following ways. First, each user is able to estimate the risk to a certain degree of accuracy. Second, each user always attempts to minimise the amount of risk tokens spent for each access as well as to maximise his chance in gaining that access.

To model this user behaviour, we assume the user will always make an offer of \((\beta_{min} + \gamma) \times P \times V\), where \(\gamma\) is a random variable with a beta distribution which has a mean value of 0.5 and a variance value of 0.05. The user adjusts its \(\beta_{min}\) overtime based on the allow/deny responses he received. This is achieved by using a counter. The counter increments if an access request is granted and decrements otherwise. After \(N\) decisions, the user increases \(\beta_{min}\) by 0.1 if the counter value is positive and decreases \(\beta_{min}\) by 0.1 otherwise. The counter is then reset to zero. The value of \(\beta_{min}\) is initialised to be 0.5 less than the initial value of \(\alpha\).

Examples of access control decisions are generated using the setting described above. Each example is a tuple of the 6 input variables, \(S_{CH}, S_{IS}, sl, ol, S_{PH}, the offer\) and the decision. We generate a set of 10000 examples. For each set of examples, the value of \(\alpha\) is changed randomly within its range every 1000 examples. Using these examples as a training set, MOGP is used to learn an access control policy from them.
IV. MULTI OBJECTIVE GENETIC PROGRAMMING

A. Evolutionary Algorithms

Evolutionary Algorithms (EA) are a family of problem solving techniques inspired by natural selection1. An initial population of individuals is generated, typically in a random fashion. Each individual represents a candidate solution to the problem in question.

The population of individuals is evolved repeatedly in the following way to produce new generations of population that offer increasingly better solutions to the problem.

First, each individual in the population is evaluated and given a fitness score that measures how well the individual solves the problem. Then, the population of individuals is subject to the evolutionary operators to produce the population of the next generation as follows:

- Selection: individuals are selected for breeding according to fitness (natural selection). This is an implementation of the “survival of the fittest” concept, ensuring better (fitter) individuals are more likely to contribute the next generation;
- Crossover: parts of two individuals are exchanged to form two new individuals;
- Mutation: elements within an individual is perturbed in some way. This serves to diversify the population. Given an initial population, repeated application of selection and crossover alone might otherwise not be able to reach parts of the search space.
- Reproduction: an individual is passed on to the next generation unchanged.

Commonly, the stopping criterion is either that a “good enough” solution (individual) has been found or that a preset number of generations have been produced.

B. Genetic Programming

Genetic Programming (GP) is a form of EA wherein an individual is a program represented by a tree structure. An example that implements the formula \((X \times Y) + (4 - Y)\) is shown in Figure 1.

![Fig. 1. An example individual in GP](image)

The nodes in such a tree can be classified into two groups: the terminal set \(T\) and function set \(F\). The terminal set \(T\) consists of constants and variables (the leaf nodes) and the function set \(F\) consists of functions, operators and statements (the non-leaf nodes). An example terminal set \(T\) and function set \(F\) sufficient to allow description of the LISP tree in Figure 1 is given below as:

\[
T = \{X, Y\} \cup \{1, 2 \ldots 100\} \\
F = \{+, -, \times, \div, \%\}
\]

In choosing these sets, there are two properties that must be ensured: the sufficiency property and closure property. The sufficiency property requires that the target solution for the problem in question can be represented with the elements in the sets. The closure property refers to the elements in the function set \(F\) being able to take any value they may receive as input, including all the elements in the terminal set \(T\) and any return values from other functions or operators. Practically, it is important to keep both sets small to prevent the search space from becoming too large [22].

The crossover and mutation operators in GP are defined as follows [3]:

- Crossover is performed on two trees. A sub-tree in each tree is chosen randomly and swapped with the other.
- Mutation is performed on one tree. A node in the tree is chosen randomly and replaced with a new node or sub-tree randomly. Mutation helps to introduce diversity into the population.

C. Multi Objective Evolutionary Algorithm (MOEA)

In many practical problems, a desire to optimise more than one objective is common. Some of these can conflict with one another. In other words, instead of having a single fitness score, each possible solution has a vector of fitness scores, one per objective. This is typically referred to as a multi objective optimisation problem. The traditional way to approach this is to aggregate the vector of fitness scores using a weighted sum approach. In a sense, this is like “comparing apples with oranges” by weighting them differently. There is inevitably some degree of subjectiveness and arbitrariness in weight assignments. A more principled and conceptually clear approach would be advantageous.

MOEA uses the well known concept of Pareto dominance in the fitness evaluation of each solution (individual) in the population. A Pareto Dominance, \(\succ\) relation between two solution \(x\) and \(y\) is defined as follow:

**Pareto Dominance, \(\succ\)**. Let \(f_x\) and \(f_y\) be the fitness vector of \(x\) and \(y\), \(x \succ y \iff \forall i \cdot f_x[i] \geq f_y[i] \land \exists i : f_x[i] > f_y[i]\) where \(f[i]\) is the fitness score of the \(i\)-th objective.

In other words, \(x\) dominates \(y\) if \(x\) is better than \(y\) in at least one aspect and is at least equally good in all other aspects. This defines a partial order relation on the solution space. This relation implies there exists a subset of solutions that are not dominated by any other solutions. This subset represents the best solutions possible and is known as the Pareto Front or Pareto Optimal set.

The aim of MOEA is to converge the individuals in the population to the Pareto Optimal set of solutions. Within the

---

1Natural selection states that individual that are best adapted to the environment have better chance to survive and reproduce for next generation.
population of each generation, there is always a subset in which solutions are not dominated by any other solution in the population. MOEA aims to make this *non-dominated* subset a better approximation of the Pareto Optimal set than one in the previous generation. To have a good approximation to the Pareto Optimal set, MOEA also attempts to maximise the diversity among the solutions in the “non-dominated” subset. Consider an optimisation problem with 2 objectives as in Figure 2, let the curve line represent all the solutions with the best possible achievable trade-off between the 2 objectives, i.e. the real Pareto Front, MOEA attempts to converge the individuals (points) in the population to be as near to the Pareto Front as possible and also as diversely spreaded on the Pareto Front as possible.

![Figure 2](image.png)

Fig. 2. The ultimate goal of MOEA is to obtain the best approximation of the Pareto Front of the problem in question with the individuals in the population.

In this paper we used Strength Pareto Evolutionary Algorithm (SPEA2), one of the most popular MOEAs to perform multi objective evolution in MOGP. For details on SPEA2, refer to [23].

D. Advantages of MOEA

The Pareto Optimal Set approach used by MOEA has several advantages over the traditional weighted sum approach:

- The weights that define the trade-off among different objectives is no longer required to be determined a priori. Such a determination is hard as it requires a deep understanding of the problem domain.
- The Pareto front can unfold the relationship between different objectives, which may be difficult to obtain otherwise. Such information is also helpful in guiding a decision-maker to choose the optimal solution for the problem from the Pareto Optimal set.
- The set of Pareto Optimal solutions can be saved and be retrieved later. Such a retrieval may be necessary if a change in circumstance requires a different trade-off and therefore a different solution.
- Optimising for multiple fitness scores tends to preserve the diversity of the population, which prevents the population from being trapped in a local optimum and increases the chance of finding better solutions.

V. EXPERIMENTAL SETUP

We carried out multiple experiments of using GP/MOGP to learn security policies from decision examples generated according to the time-varying risk budget based security policy model as described in Section III. This model can be viewed as a function that maps a 6 decision factors, \(S_{CH}, S_{IS}, sl, ol, S_{PH}, offer\) to a binary decision. To use GP to search for a policy, we choose to use each individual tree in the population to represent a policy. It follows that the words “individual” and “policy” are used interchangeably in the rest of this paper. The terminal (leaf) nodes can be one of the decision factors or an Ephemeral Random Constant (ERC), which takes a real number in \([-10, 10]\). The non-terminal (non-leaf) nodes are mathematical functions. The functions chosen are: \(+, -, \times, \div, \text{protectedln}(x)^4, \text{exp}(x), \text{pow}(x, y), \text{protectedlog}_2(y)^5, \max(x, y), \min(x, y), \sin(x)\) and \(\cos(x)\).

In each experiment, a policy is learnt from a training set of decision examples. Ideally, the learnt policy should output the same decisions prescribed by the examples in the training set when the policy is fed the tuple of 6 decision factors \(\langle S_{CH}, S_{IS}, sl, ol, S_{PH}, offer\rangle\) in the examples. The practical objective is to minimise the percentage of output decisions that are different from the true model that generates the examples. This percentage is the *error rate* of the learnt policy. This error rate is estimated using the 1000 examples. We will show that using MOGP actually helps in better achieving this single objective.

All the experiments are carried out using ECJ 18 [24] with the SPEA2 module is obtained from the ECJ 19 CVS repository http://dev.java.net\(^6\). Unless otherwise specified, the default parameters\(^7\) were used in all experiments.

As GP (and EA in general) is stochastic in nature, the evolution process in each run varies a lot depending on the random seed used. To see how well GP can perform in learning policies, we carried out 100 runs for each experiment using a different random seed for each run, and evaluated GP’s performance using the best individuals produced by each run. The best individual produced by a run is the individual with the lowest error rate in the last generation of that run. An GP’s performance is evaluated by two measurements:

\(^2\)Ephemeral Random Constant (ERC) is a constant in which its value is randomly generated during its creation.

\[3 \div y = \begin{cases} \frac{3}{y} & \text{if } y \neq 0 \\ 1 & \text{otherwise} \end{cases}\]

\[\text{protectedln}(x) = \begin{cases} \ln(\lvert x \rvert) & \text{if } x \neq 0 \\ 0 & \text{otherwise} \end{cases}\]

\[\text{protectedlog}_2(y) = \begin{cases} \log_2(\lvert y \rvert) & \text{if } x \neq 0 \text{ or } y \neq 0 \text{ or } 1 \\ 0 & \text{otherwise} \end{cases}\]

\(^6\)The reason is that there is a major revision on the module in version 19 to improve clarity and remove some minor bugs found

\(^7\)`koza.params` for Single Objective GP and `spea2.params` for MOGP
1) The median error rate of the best individuals. Median is used here instead of mean as the error rate distribution is highly skewed. This follows that the confidence interval based upon standard deviation of mean is no longer valid. Instead, the 95% confidence interval of the median is calculated using the Thompson-Savur formula presented in [25].

2) The number of the best individuals with error rates \( \leq 25\% \).

These measurements give an indication how low the error rate could be and on the likelihood of GP producing a low error rate policy.

VI. LEARNING STATIC SECURITY POLICY

To prepare for the experiments on dynamic policy learning, we started with three experiments to learn static policy. The training used is the first 1000 examples generated as described in Section III. The policy to be learnt is static in the sense that all 1000 are generated with the same value of \( \alpha \). Experiment 1 uses Single Objective Genetic Programming. Experiment 2 and Experiment 3 use MOGP-SPEA2 to address the problems encountered in Experiment 1.

In the first experiment, the default genetic operators and parameters are used: each selected individual (policy) has a probability of 0.9 to be applied the crossover operator and a probability of 0.1 to be reproduced. To breed the individuals of the next generations, the binary tournament selection scheme [26] is used. The fitness of a policy is its error rate. Let \( r_i \) be the 6-tuple in example \( i \), \( \text{decision}_i \) be the decision in example \( i \), and \( P(r_i) \) be the decision of a policy \( P \) on \( r_i \), then the fitness function of \( P \) is:

\[
    f_{\text{ali}}(P) = \frac{1}{n} \sum_{i=1}^{n} P(r_i) \neq \text{decision}_i \tag{4}
\]

In this case, \( n = 1000 \) and the numbers 1 and 0 are used to represent Boolean values \( \text{True} \) and \( \text{False} \).

The experiment is carried out with all 100 runs terminated after 200 generations. The median error rate of the 100 best policies produced by these runs is 0.3555 with 95% confidence interval of [0.3487, 0.3640]. The best of the best individual has an error rate of only 0.107 and there is only 12 out of the 100 best policies have error rate \( \leq 0.25 \). Worse, more than half of these best policies have error rates \( > 0.35 \). The distribution of the error rates of these best individuals is shown as Experiment 1 in Figure 3. This suggests that many of the runs got stuck at local optima. Analysis on the tree structure of policies in the population reveals some common problems in Genetic Programming. We now present these problems and the methods used to alleviate them.

A. Increase in average individual size and evaluation time

The size of an individual is the number of nodes in its tree representation. The average size of the individuals in the population grows quickly and becomes very large. This can be either a phenomenon of bloat (uncontrolled growth of the average size of the individuals) or over-fitting problems, or even both. We do not attempt to distinguish them here as they both make the learning process more difficult. Furthermore, as the size of the individuals become larger, they consume more memory and require longer time to evaluate.

To alleviate these problems, we use SPEA2 bloat control which has been shown to be effective [27]. This method introduces a new objective to the experiment — minimising the individual size. Let \( \text{size}(P) \) be the size of an individual \( P \), the fitness function with respect to individual size is:

\[
    f_{\text{size}}(P) = \begin{cases} 
        \frac{\text{size}(P)}{512} & \text{if } 32 \leq \text{size}(P) \leq 512 \\
        \frac{32}{512} & \text{if } \text{size}(P) < 32 \\
        1 & \text{otherwise}
    \end{cases} \tag{5}
\]

In other words, individuals with less than 32 nodes have the same \( f_{\text{size}} \) values as the individual with 32 nodes and individuals with more than 512 nodes have the same \( f_{\text{size}} \) values as the individual with 512 nodes. This is to avoid over-simplified or over-complicated solutions.

As SPEA2 maintains an archive that ensures the individuals in the non-dominated subset of a generation are copied to the population of the following generation, the reproduction operator is removed, i.e. the crossover operator is applied with probability of 1.0.

The second experiment is carried out with these changes. The results show the countermeasure is effective. The average size of the individuals is significantly smaller and the evaluation time is also much faster. However, the performance improvement in terms of error rate is very marginal. After 200 generations, the median error rate of the 100 best policies is 0.3545 with its 95% confidence interval of [0.3419, 0.3591]. The best of the best individual has an error of only 0.126. The number of best policies that have error rate \( \leq 25 \) increases to 22. The error rate distribution of these best individuals is shown as Experiment 2 in Figure 3.

B. Loss of diversity among constants and individuals

The diversity among constants appearing in the individuals decreases with each new generation. This is expected as some forms of convergence is necessary if a population is to produce a solution for the problem in question. It is often that the desired constant will not appear in the initial population that is randomly generated; but the evolutionary process is expected to synthesise the required constant by joining the existing ones through the operators. However, if the constants converge prematurely before finding the appropriate one, the evolution process will be stuck at a local optimum.

This lack of diversity among constants is the key to our problem. This is revealed by analysis on the risk-based policy discussed in Section III. This model can be written as:

\[
    \text{allow iff offer} \geq \text{risk} \Rightarrow \text{allow iff offer} \geq \alpha(P \times V) \Rightarrow \text{allow iff offer} \geq \alpha \times P \times a^\alpha \tag{6}
\]

As \( P \) is in the range \([0, 1]\) and \( \alpha \) is in the range \([0, 3]\) and offer is programmed to track risk, the value of constant \( a \)
which is raised exponentially dominates the right hand side
of inequality (6). An individual would still have a high error
rate even if it otherwise exactly implements the inequality but
with the wrong value for $a$. As the diversity of the constant
decreases over generations, the chance of finding the correct
value of $a$ becomes even smaller.

In our experiments, the rate of convergence among constants
is accelerated by the following factors:

- Small chance of using a constant as a leaf node —
  In ECJ, each ERC constant of a range is implemented
  as a terminal class and each variable is implemented
  as a terminal class. Each terminal class has an equal
  probability to be selected to be a leaf node. As our
  experiments consists of 6 variable terminal classes and
  1 ERC terminal class, the probability of an ERC to be
  chosen as a leaf node is only $\frac{1}{7}$. Furthermore, the
  relatively large ERC range also exacerbated the problem
  in finding the appropriate constant.

- No mutation operator — Without mutation, there is no
  new constant introduced to the population at all. The
  diversity among constants in the population is decreasing
  in every generation.

- The use of archive in SPEA2 — SPEA2 restricts the
  binary tournament selection among the individuals in the
  archive and therefore only the constants that appear in
  these individuals have the opportunity to be passed to
  the next generation.

Further analysis also reveals that substantial portion of the
individuals in the archive share the same or similar higher level
structures of their trees (assuming root of the tree is the highest
node). The diversity among the individual is lost. We think the
cause of this problem is similar; the absence of mutation and
the use of archive in SPEA2.

To overcome these problems, we setup the third experiment
with the following changes. First, we used six identical ERC
classes instead of just one. This makes the probability in
choosing between a variable and a constant become equal.
Second, we choose to use mutation operator only instead of
the typical high crossover and low mutation settings. There are
four reasons to do this. First, mutation introduces new gene
and thus promotes diversity in the population. Second, it has
been shown empirically that crossover does not outperform
mutation in many problems in GP. Third, this frees us from
tuning the probability parameter of applying crossover and
mutation. Finally, mutation provides a means to introduce new
individual to the population by simply allowing mutation to
happen at the root node of an individual tree. We changed the
probability of mutation at the root node from $0$ (default) to
0.125, at a terminal node from 0.1 (default) to 0.125 and at
a non-terminal nodes from 0.9 (default) to 0.75. The value
0.125 is chosen based upon the ratio between the archive size
(128) and the population size (1024) used in ECJ.

The results show a significant performance improvement in
terms of error rate and success rate. After 200 generations, the
median error rate of the 100 best individuals reduced to 0.2225
with its 95% confidence interval of $[0.1595, 0.2789]$. The best
of the best individual has an error of only 0.099. Also, the
number of best policies with error rates $\leq 25\%$ became 54.
The error rate distribution of these best individuals rates is
shown as Experiment 3 in Figure 3.

![Experiment 1, Experiment 2, Experiment 3](image)

**Fig. 3.** The distribution of the best individuals in the 100 runs from each of the first three experiments on each error rate interval.

VII. LEARNING DYNAMIC SECURITY POLICY

In the first three experiments presented so far, all the
decision examples are available prior to the start of the learning
process. This is hardly the case in practice. In this section,
we investigate how to learn dynamically when the decision
examples become available gradually during the course of
learning. The learnt model is continuously refined or even
redefined if necessary by the new decision examples. This
section presents three experiments: Experiments 4 shows how
dynamic learning can be done by extending the previous static
learning algorithm. Experiments 5 and 6 use a novel dy-
namic learning framework — Diversity via opposite objective
(DOO).

In all experiments, the input decision examples are or-
organised into a sequence of data chunks. Each chunk consists
of 200 examples. The risk-based policy model described in
Section III is used to generate the data. The policy is changed
every 1000 examples by changing the value of $\alpha$. In each
experiment, the sequence is fed into a MOGP learning process
one chunk at a time. The first policy is learnt using the first
chunk after 100 generations of evolution. Each subsequent
chunk is used by the learning process to refine the policy
learnt from the previous chunk(s). Each refinement starts with
the population of the last generation learnt from the previous
chunk(s), and uses the examples in the latest chunk to learn a
refined policy after 100 generation of evolutions.

A. Experiment 4: Dynamic Learning framework based on
Fan’s intuition

In Experiment 4, the previous learning framework is ex-
tended in two ways. First, the number of examples, $n$ in
$f_{alt}(P)$ is no longer fixed to 1000 but set to be the total
number of examples received; $n$ increases as more chunks
are received. Second, a new fitness function is introduced to measure the error rate of a policy \( P \) with respect to the latest chunk of data. Let \( r_i \) be the 6-tuple in an example \( i \), decision \( i \) be the decision in example \( i \), \( s \) be the size of a data chunk, and \( P(r_i) \) be the decision made by \( P \) on \( r_i \), this new fitness function, \( f_{\text{last}} \) is:

\[
f_{\text{last}}(P) = \frac{1}{s} \sum_{i=n-s+1}^{n} P(r_i) \neq \text{decision}_i
\]  

(7)

With the introduction of this new fitness function, this experiment has 3 fitness functions in total, namely \( f_{\text{all}}, f_{\text{last}} \) and \( f_{\text{size}} \).

The intuition employed here is similar to Fan’s (refer Section II-B). Each chunk is used to refine the policy learnt from the previous chunks. The refinement process happens through 100 generations of MOGP learning. In each generation:

1) The policies with the lowest \( f_{\text{all}} \) or \( f_{\text{last}} \) values in the previous generations are preserved in the SPEA2 archive. These policies correspond to Fan’s Classifier 1.

2) These policies are refined with examples in the latest chunk through MOGP. These refined policies correspond to Fan’s Classifier 2.

3) New policies are generated (using mutation). Some of these policies will have the lowest \( f_{\text{all}} \) value within the population and correspond to Fan’s Classifier 3. Some others will have the lowest \( f_{\text{last}} \) value and correspond to Fan’s Classifier 4.

After 100 generations, the policy with the lowest \( f_{\text{last}} \) value is chosen to be the new learnt policy.

The experiment is carried out with these settings. The results are shown in two levels of resolution. Figure 4(a) shows the median error rate of the best policies learnt after every 100 generations of training time. Except in the initial 500 generations, the median error rate is kept below 0.220 at all time.

To understand the learning progress in detail, Figure 4(b) shows the median error rate of the best policies in each generation. When policy change happens at every 5 chunk of decision examples, i.e. \( 5 \times 100 = 500 \) generations, the median error rate spikes up sharply. After the spike, the error rate reduced faster than the initial 500 generations. This is a direct effect of using the 2 fitness functions: \( f_{\text{all}} \) and \( f_{\text{last}} \) together. It provides a smooth transition phase for learning by protecting the models that are optimal with respect to the old policy from being eliminated quickly by the new policy. Consequently, these models are able to pass on the knowledge they learnt to the new individuals created after the change. Consider the population in the generation prior to the change, the models that have low \( f_{\text{last}} \) values are also likely to have low \( f_{\text{all}} \) values. After the change, their \( f_{\text{last}} \) will become worse (higher), but their \( f_{\text{all}} \) values would only be affected slightly. Thus, these models will still have a good chance to be kept in the archive and be brought forward to the next generation. As the policy change in our problem is characterised by a change on the value of \( \alpha \), the learning of a new policy is thus reduced to learning of a new value for \( \alpha \). This is obviously simpler than learning from scratch.

Further analysis also reveals the individuals in the archive converge and become more alike to one another over generations. For our problem, this is not an issue as long as a policy is learnt before the diversity is lost. The subsequent changes only require changes on the value of \( \alpha \) which the mutation operator can easily provide. The loss of diversity also explains the very sharp upward spikes during policy change in the error rate in Figure 4(b). Since the individuals are all alike, none of them would be a good match for a new policy when a policy change happens and thus the error rate increases sharply. However, the new policy is relatively easy to learn and thus the quick decrease in error rate.

In summary, this dynamic learning approach can perform well under the assumption that the policy change is relatively small and the knowledge learnt previously can aid the learning of the new policy. The use of 2 fitness functions: \( f_{\text{all}} \) and \( f_{\text{last}} \) protects and allows the knowledge learnt to be passed on to the next generation. However, this approach still suffer from the loss of diversity among the individuals. This puts the general applicability of this approach in question.

B. Diversity via Opposing Objectives (DOO) Framework

The loss of diversity problem is not uncommon in the traditional EA settings. The “survival of the fittest” principle employed by EA provides the fitter individuals higher chances to survive and pass their genes to the individuals in the next generations. Consequently, the individuals in the population will inevitably become more alike with one another over generations, i.e. the diversity among individuals will be lost over generations. If the diversity is lost prior to the optimum individual is found, the individuals in the population is said to be trapped in a local optima. To prevent being trapped at local optima, EA uses mutation operators to introduce new random genes to the individuals. However, as these genes are generated randomly, the chances that they provide improvement over current individuals are very small and therefore are highly unlikely to be preserved. In other words, the diversity is generated and then lost from one generation to the next.

To overcome this problem, several EA-based dynamic learning algorithms have been proposed in the literature. Most, if not all of them first attempt to produce individuals that are optimised for the problem related objectives and then attempt to maintain the diversity among individuals in the population as much as possible [28]. Their settings are often ad-hoc and the algorithms are often complicated. We propose a new dynamic learning framework — Diversity via Opposing Objectives (DOO). DOO takes the opposite perspective; it first attempts to maximise the diversity among individuals in the population through generations, and then uses the ever increasing diversity to help in finding optimised individuals.

Performing evolutionary operations on a single individual in EA can be viewed as searching for more optimised individuals from the position of the individual in the solution space. Performing evolutionary operations on a diverse population of
individuals can be viewed as searching many different parts of the solution space in parallel. This parallel search has a much better chance of finding more optimised individuals than a search starting from just one individual. The ever increasing diversity in DOO results in a domino effect such that not only the search is done in parallel, but the search space coverage increases as the diversity increases. Consequently, the chance of finding a more optimal individual becomes larger and larger as the evolution proceeds. This same effect cannot be achieved by conducting many runs of single-objective EA in parallel because each run is likely to be trapped in a local optima.

DOO is very simple. DOO changes each and every objective into a pair of opposing objectives. For example, the objective of minimising error rate is changed to minimising prediction error rate, accuracy \((1.0 - \text{error rate})\). DOO then optimises all objectives using MOEA. The opposing objectives in DOO ensures that an individual who is less fitter for one objective is fitter the opposing objective. Therefore, no individual is dominated by others, i.e. all individuals are at Pareto Front. Therefore, each and every individual has a fair chance of passing its genes to the next generation, and evolutionary operations will produce more diversity in the next generation. Using the (error rate, accuracy) pair of objectives as an example, a possible Pareto Front formed by the individuals is depicted in Figure 6. From an MOEA’s point of view, since the true Pareto Front is already found at the start of the evolution process, the only job left for MOEA is to improve the spread of the solutions on the Pareto Front (See Section IV-C for details). Therefore, the population of a generation has a wider coverage of the solution space than the previous generations, i.e. diversity increases as MOEA drives the evolution process.

To understand how DOO works via MOEA, we introduce the concepts of the solution space \(S\) and objective space \(O\). Referring to Figure 5, each point \(s \in S\) represents a possible solution to the problem in question. The fitness function, \(f\) maps a point \(s \in S\) to a point \(o \in O\) such that the location of the point \(o\) represents how well \(s\) meets the objectives. The function \(f\) is surjective (onto) but not injective (1 to 1); each point in \(S\) is mapped to a point in \(O\) and multiple points in \(S\) can be mapped to one point in \(O\).

Diversity among individuals in a population is essentially a measure on how uniformly the solution points are distributed in \(S\). While \(f\) does not conserve the distribution, it is often true that \(f\) is a continuous function between these two topological spaces, i.e. a set of solution points near a point \(s'\) in \(S\) is mapped to a set of point near the point \(f(s')\) in \(O\).

As \(f\) is not injective, the inverse is not necessarily true, e.g. 2 solutions can be very different yet both solve the same problem equally good. However, following the continuity assumption on \(f\), it is reasonable to assume that a set of points in \(O\) that are far apart from one another corresponds to a set of points that are far apart from one another in \(S\). DOO makes use of this assumption and attempts to maximise the diversity of solution points in \(S\) via maximising the diversity of points in \(O\) using MOEA.

In the SPEA2 implementation of MOEA, if the number of non-dominated points exceeds the archive size, the point that has the shortest Euclidean distance to its \(k\)-th nearest neighbor in the \(O\) space is dropped, where \(k\) is usually set to be the square root of the sum of the the population size and the archive size [23]. If two points have the same distance to its \(k\)-th nearest neighbor, then the tie is broken by comparing...
their distances to their \((k - 1)\)-th nearest neighbors and so forth. This process is iterated until the non-dominated points can fit into the fixed size archive. Essentially, the goal is to fill the archive with non-dominated points as uniformly and widely distributed over \(O\) as possible. Using the \((\text{error rate, accuracy})\) pair of objectives as an example, a possible archive is depicted in Figure 6. As the most optimum point of each objective is always located at the corner point of the convex hull of the Pareto Front formed, i.e. they are furthest apart from others. These points are guaranteed to be preserved at each generation until a better one is found; and a better solution is likely to be found as the diversity keeps increasing.

![Fig. 6. The use of opposing objectives implies that every individual in the population is a Pareto Optimal solution. SPEA2 truncates individuals that are close together iteratively until they can fit into the archive. Assuming the archive size is 10, the individuals removed is illustrated. It should be clear to see that the individuals at both corner of the Pareto front are guaranteed to survive from this truncation process.](image)

Furthermore, every policy that output binary decisions (all binary classifiers in general) can be inverted to its complement by a simple negation on the output decision. Therefore, high error rate policies are just as good as those with the low error rate. To gain benefit from this, final output policy selected by DOO is the one with highest absolute value of bias; bias is defined as \(0.5 - \text{error rate}\). A negative bias value implies that the policy is optimised on the opposing objective and thus its output decisions need to be flipped if it is selected for use.

It may be argued that another way to preserve diversity is to randomly select the individuals whose genes will be passed to the next generation. Our experience shows that this may next work in practice. Our experimental results indicate that the error rates of the randomly generated individuals of the first generation cluster around 50%. Such a distribution may be attributed to the law of large number. Randomly selecting individuals to pass on their genes means that the error rates of the next generation are likely to cluster around 50% as well. DOO creates two opposing forces to pull this cluster apart.

C. Experiment 5: Two Pairs of Opposing Objectives

To use DOO, Experiment 4 is modified to use two pairs of opposing objectives: \(\langle f_{\text{all}}, 1.0 - f_{\text{all}} \rangle\) and \(\langle f_{\text{last}}, 1.0 - f_{\text{last}} \rangle\). The fitness of the individual size, \(f_{\text{size}}\) is excluded here as it is not a problem related objective.

The experiment is carried out with all other settings remain the same. The results are presented in two levels resolutions as before. Figure 7(a) shows the median error rate of the best policies learnt after 100 generations of training time. Figure 7(b) shows the median error rate of the best policies in each generation. The results of Experiment 4 using 3 objectives is also included in pink for comparison purpose.

In the initial 500 generations, the learning rate in DOO is significant faster. The median error rate of the best policies is reduced to 0.250 in 200 generations. This result is comparable to the best static learning approach in Experiment 3, despite the fact that the amount of training examples used is significantly less (400 vs. 1000) and presented to the learning algorithm in sequential chunks.

Furthermore, the best policies learnt in each generation using DOO generally has a lower or equal median error rate than the one learnt in previous experiments. However, the error rate can suddenly rise even in the absence of a policy change. Analysis reveals that this is related to the model selection problem. Currently, the output policy is selected based upon the estimated error rate/bias on the latest 200 examples. As these 200 examples are generated randomly, they may not be sufficient in forming a good representation of the target policy. Moreover, changes in policy sometimes can simply mean a revisit of an old policy in the past. Therefore, the policy that is optimal in respect to the latest chunk may not be the true optimal policy. This sub-optimal policy selection effect is not obvious in previous experiment as the policies are very much alike to one another. We will show how the ensemble approach can be used to overcome this problem in the Section VIII. From the other perspective, this effect is a positive sign of diversity maintenance.

Lastly, the heights of the spikes in the error rate due to policy changes are much lower in DOO. This is another evidence of diversity maintenance. One could view policy change as a change on the fitness mapping function, \(f\). With a diverse set of policies maintained in the population, it is likely that one of them will be near the new target policy after the change.

D. Experiment 6: One Pair of Opposite Objectives

An obvious weakness of the previous experiment is that it is not scalable. The evaluation of \(f_{\text{all}}\) involves scanning through all the decision examples seen. As the number of examples increases over time, the fitness evaluation time required for each individuals follows. A possible way to overcome this is to use a subset of decision examples, randomly sampled from all the decision examples seen. The likelihood of an example being sampled decay over time, i.e. the older an example is, the less likely it is being sampled.

In Experiment 6, we drop the pair of objectives \(\langle f_{\text{all}}, 1.0 - f_{\text{all}} \rangle\) from Experiment 5 to see the effect of not evaluating fitness against older examples.
The experiment is carried out with only this change. The results are shown in two figures: Figure 8(a) shows the median error rate of the best policies learnt after every 100 generations of training time and Figure 8(b) shows the median error rate of the best policies in each generation. The results of Experiment 5 that uses 2 pairs of opposing objectives is also included in pink for comparison purpose.

The experimental result shows that the performance of the best policies obtained in this experiment lay somewhere between those obtained in Experiment 4 and those obtained in Experiment 5. This suggests that the the pair of objectives \( f_{all}, 1.0 - f_{all} \) dropped are actually useful in maintaining a better diverse set of individuals in the populations. It remains to be our future work to investigate the best way to investigate this further as well as seeking a sampling technique to select the old data to make the framework scalable whilst maintaining the performance.

**VIII. MODEL SELECTION**

In this section, we examine various ensemble approaches in which the output model can be constructed by combining multiple models to achieve better performance. We use a simple voting mechanism such that the output of the ensemble is the majority output all the models. This ensemble construction is virtually no cost in EA by simply selecting the best \( N \) individuals from the final population.

However, the theoretical study of ensembles has revealed the 2 key factors that determine the performance of an ensemble are the performance of individual models and the diversity among all models in the ensemble [29]. As the population of an EA run with non-DOO setting converges and loses the diversity among individuals, the performance gain of using ensemble is limited to the first factor. However, this is not a problem with DOO. Yet, we still have 2 questions to answer:

1) How many models should be used to construct the ensemble? Whilst the negative bias models are as useful as the positive bias models, models with near zero bias are virtually useless. Should these models be included? If not, what should be the threshold on the bias of a model such that it is included in an ensemble?

2) Should the vote among these models be weighted?
We choose to examine if weighting the vote of each model with its bias on the latest chunk is better than a simple uniform weighted vote. If so, how much is the improvement?

We attempt to answer these questions by comparing the performance of ensemble built with the following combinations of models:

- use the single highest bias model in the archive.
- use the 8 highest bias models in the archive.
- use the 16 highest bias models in the archive.
- use the 32 highest bias models in the archive.
- use the 64 highest bias models in the archive.
- use all models (128) in the archive.

in which the bias is estimated with the bias of the model on the latest chunk of examples.

The models in each of these ensembles are combined with 2 different methods: uniform weighted (unweighted) and bias weighted voting mechanisms. In bias weighted voting mechanism, the vote of each model is weighted with the absolute value of its bias on the latest data chunk. If the bias is negative, its vote goes to the complement decision class.

When using the ensemble approach in Experiment 4, the error rate does not decrease but increases with the number of models used as shown in Figures 9(a) – 9(b). This is because not all the models are optimised on error rate, some models in the archive are optimised on other objectives, e.g. the model size. When the number of models used is small (8 or 16 models), it is still very likely that the selected models are those optimised on error rate. However, as these models have converged to become very similar to one another, the use of ensemble does not result in any performance gain nor loss. As the number of models used increases, those models that are not optimised on error rate are also included in the ensemble. The performance of the ensemble become worse. The deterioration in performance is worse in the unweighted voting mechanism.

The results on using the ensemble approach in Experiment 5 and 6 are shown in Figures 9(c) – 9(f). When the number of models used is small (8 or 16 models), there is no significant change in performance. However, the error rate curve becomes smoother, the sudden rises happen in the absence of policy changes seem to disappear. This smoothing effect is especially clear between generations 2500 to 3000 and also between generations 3500 to 3700. As the number of models used increases, the performance only becomes slightly worse. The diversity maintained in DOO provides performance gain to counter the performance loss due to the use of less bias models in the ensemble.

IX. Conclusion and Future Work

This paper shows that dynamic policy can be learnt from examples using evolutionary algorithms. We propose a novel dynamic learning framework — Diversity via Opposite Objectives (DOO). DOO treats an \( N \) objectives optimisation problem as \( 2N \) objectives optimisation problem by adding an opposing objective for each of the original objectives. With such a setting, DOO is able to maintain the diversity among the individuals in the population whilst optimising the intended objectives. Diversity among individuals can aid in avoiding premature convergence and coping with concept drift in dynamic learning.

In our future work, it is envisaged to investigate DOO framework in more detail. This includes examining the use of random sampling on old decision examples to overcome its current weakness, extension on replacing its current GP representation with other techniques such as neural network and decision tree.
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Fig. 9. Performance of Ensemble Models in Experiments 4, 5 and 6