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Introduction  
Our message can be summarized as follows: minimize the cost of computing by maximizing server utilization; maximize server utilization by consolidating latency-sensitive workloads onto relatively large servers; fill overhead capacity with latency-insensitive (batch-like) work sold at a significantly reduced price. When the total of both types of work falls well below the total capacity of all servers, migrate workloads to a smaller number of machines running at as high a capacity as possible and turn off remaining machines.

Cost of computing in a datacenter  
For a datacenter to operate and deliver useful computing, one needs a building, power and cooling infrastructure, IT equipment, labor to manage that IT equipment, and electricity to power the IT equipment and corresponding cooling. Electricity and infrastructure costs are somewhat proportional to the average amount of computing, while the other costs are independent of the computing load. Idle servers typically consume ½ of the electricity of fully utilized servers, but there is a push today to develop truly “energy-proportional” equipment in which the electricity consumption more closely matches the utilization of the servers [2],[3]. Such truly proportional equipment drives down both variable and fixed costs since it reduces power requirements of servers operating below peak utilization [2].

In general, the fixed costs above dominate the variable costs [3]. The bar graph on the left side of Figure 1 plots the cost per hour for each kW of computing equipment installed, as a function of the average server utilization, for a typical United States datacenter [4],[7]. That cost varies from $0.26/h/kW for idle servers to $0.33/h/kW for fully utilized ones. The difference is only $0.07/h/kW or about 20% of the total cost. Since the amount of computing delivered increases with server utilization, the cost of computing decreases with utilization. This is shown in the line plot on the right of Figure 1. The plots are very similar whether the servers’ power consumption is truly proportional to utilization or not. For the truly energy-proportional case we make the electricity and infrastructure cost scale perfectly with average utilization. We adopt the same server cost, whether the servers are truly energy-proportional or not.

---

Figure 1: Cost of computing for a data center (left). The cost is shown in units of dollar per hour for each kW of IT equipment installed. Most of the cost is fixed and does not change as more or less work is performed in the data center. Only electricity use (and cost) increases as the utilization grows. As server utilization increases, the cost per unit of computing delivered goes down (right).
The most efficient machine is one that runs at 100% utilization, which is the essence of the title of this paper. We achieve the lowest cost of computing when the servers are running at full throttle, doing useful work. To do that, we need both machines that can operate at high utilization and work to fill them up.

**Building machines for higher utilization** We use a simple queuing model to illustrate a general trend with server utilization [4]. Consider an $m$-processor server where all parcels of work go into a single queue from which each parcel is dispatched to one of the processors for execution. (This models an $m$-way symmetric multiprocessor.) The response time (normalized to service time) as a function of utilization for this queuing model is shown in the left plot of Figure 2 for different values of $m$. All curves have a characteristic knee shape, with the response time increasing rapidly once a certain threshold of utilization is surpassed. The larger the server, the higher that threshold. Take, for example, the case of response time = 2. A single-socket server ($m = 1$) can be driven to 50% utilization, whereas an eight-socket server ($m = 8$) can be driven to 90% utilization, as per Figure 2. Therefore, a single 8-socket server can deliver 14 times the throughput of a single-socket server ($8 \times 0.9 / 0.5 \equiv 14$). For any given response time, larger servers can operate at higher utilization and still achieve that response time. Real-world experience shows that larger servers can indeed be driven to very high utilizations. For example, IBM System z servers (mainframes) achieve better than 80% utilization at customer sites [9].
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**Figure 2:** Larger servers can operate at higher utilization for a given response time (left). Server cost increases with the number of processors, resulting in an optimum server size to minimize cost of computing (right).

However, larger servers can be significantly more expensive, on a per processor basis, than smaller servers. The result from these two counteracting forces is that there is an optimal server size for which the cost of computing is at a minimum. The overall shape of the cost of computing as a function of the server size is shown in the right plot of Figure 2. The exact shape of the curve depends on a variety of factors but the important message is that there is an optimal server size that will keep cost at a minimum. For a wide range of parameters that we studied, the optimum server size often falls in the region of 4 to 16 processors.

**Filling up a server with work** Once we build a server that can deliver good response time at high utilization, we are still faced with the challenge of filling it up with useful work. It is difficult to fill up a server with a single application, as we have to leave enough headroom in the server capacity to accommodate spikes in that workload. Larger servers can be used in a workload consolidation approach [8], running several distinct applications concurrently. Each application represents a small fraction of total machine capacity, and together they combine to drive the server to high utilization. Because there are more workloads running concurrently, the spikes tend to average out and we can live with smaller headroom.

Even with larger servers, we are still likely to have to operate with some headroom. We can fill that headroom with low priority work that is only performed when there is extra capacity available and can be suspended or shut down otherwise. The only cost of running the low-priority applications is the cost of the additional electricity consumed by the servers, which naturally gives rise to a two-tier model for the price
of computing. The high-priority applications are charged for all fixed cost plus their share of the variable cost. The low-priority applications are charged for only their variable cost. We already see this two-tier pricing policy emerging in, for example, the Amazon Elastic Compute Cloud (EC2), where “spot” pricing for low-priority VMs (which run on otherwise unused server capacity) is about one-third of that for higher-priority VMs.

**Energy proportionality with full throttle computing** There will inevitably be times when all requested computing work (both high- and low-priority) is insufficient to occupy the full computing capacity of all machines in a datacenter. In this case, the choice is to either throttle each machine (which we call “vertical proportionality”), or to turn off some fraction of machines while maintaining the remainder at maximum practical utilization (which we call “horizontal proportionality”). If the workloads are designed to be easily migrated then horizontal proportionality is a viable option. Energy use can scale with overall demand, and each running machine will maintain maximum efficiency by running at high utilization. Vertical proportionality can still be used on the running machines to further reduce the electricity consumption.

**Conclusions** The most effective approach to reduce the cost of computing in a datacenter is to increase the utilization of the servers in that datacenter. Larger servers are able to operate at higher utilization and “mid-sized” servers are often cost-optimal. Capacity on these servers not consumed by high-priority workloads should be filled with batch-like workload that can be sold at a significantly reduced price. If the total workload is insufficient to fill all machines, energy proportionality can be provided “horizontally” by turning off a fraction of the machines while the remaining machines operate at high utilization.
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